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MASRAC

This document describes the results of an SBIR Phase II program to
investigate, through numerical simulation, the operational physics of the
gallium arsenide permeable base transistor. Two distinct algorithms were used
in the study: the semiconductor drift and diffusion equation algorithm and
the moments of the Boltzmann transport equation algorithm. The results of the
study show that one-micron feature size PBTs are capable of: a) cutoff
frequencies in excess of 120 GHz, b) fmax values in the vicinity of 200 GHz,
and c) breakdown voltages in excess of 17 volts. The study also demonstrates
that the design of the PBT is compatible with hydrodynamic flow concepts,
which suggest means to significantly reduce the capacitance of the PBT.
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NUMERICAL SIMULATIONS OF THE PERMEABLE BASE TRANSISTOR

A. INTRODUCTION AND RECOMMENDATIONS

This document describes the results of an SBIR Phase II program to
investigate, through numerical simulation, the operational physics of the
gallium arsenide permeable base transistor (PBT). Two distinct algorithms,
developed at Scientific Research Associates, Inc. (SRA), were used in the
study. The first algorithm was used to solve the semiconductor drift and
diffusion equations (DDE) for electrons and holes, and was the basis for most
of the study. The second algorithm was used to solve the moments of the
Boltzmann transport equation (MBTE) for electron transport, and enabled an
assessment to be made of the influence of non-equilibrium transport (velocity
overshoot) on the operation of the PBT.

While study of the operational physics of the PBT was at the core of the Phase
II SBIR program, it was SRA's additional intention to develop robust codes-
drawn upon its broad experience in both solid state device physics and
computational fluid dynamics, to assist in the design and development of the
device. In the design and development phase of the study, workers at SEA made
frequent visits to Lincoln Laboratories to discuss progress in the study.
Additional design and development of the PBT (Phase III) is presently
sponsored by DARPA.

In examining the PBT, specific technical goals were sought. Foremost was
* whether the PBT could operate at frequencies in excess of 94GHz. Here, it was

clear to workers at SRA, based upon Monte Carlo calculations in Japan, that
submicron scale PBTs would perform at these high frequencies. However, in
view of the difficulties in fabricating micron feature size PBTs, it was SRA's
view that a detailed study of 0.25 micron emitter-collector spacing PBTs
should be delayed until the microwave and millimeter wave capabilities of 1.0
micron emitter-collector spacing PBTs were fully assessed. While additional
study is needed, the results of the 1.0 micron study are very encouraging.
For example:

1. The results of the non-equilibrium study, through solutions to the
MBTE, show cutoff frequencies significantly in excess of 120GHz.

2. The results of a OY" parameter calculation, through solutions to the
DDE, show values of fmax near 200GHz.

3. The results of a *breakdown* calculation, through solutions to the
DDE, show breakdown voltages far in excess of those achievable with
coplanar FET configurations.

4. The implementation of fluid dynamic concepts to reducing the
deleterious influence of the protrusive base was shown to result in
substantial increases in the cutoff frequency.



Arriving at the above conclusions required a number of complementary
approaches.

SInitially, the achievement of high frequency performance was sought through
scaling. Here, while scaling was shown to provide design directions to high
frequency operation, the scaling study demonstrated that:

1. Standard scaling procedures a suitable for submicron channel
PBTs, primarily because the Schottky barrier height of the protrusive
base does not scale.

2. Standard scaling procedures resulting in increased donor
concentrations are not suitable for PBTs, because qualitative
operation of the PBT may change. For example, high donor
concentration may lead to dipole formation, whereas low concentration
will not.

However, increases in carrier concentration result in reduced Schottky barrier
depletion widths. And whereas the initial Lincoln Laboratories PBT
calculations emphasized structures with donor concentrations of ND - 101 6/cm$ ,
the largest number of calculations performed in the SRA Phase II study were
or donor concentrations of ND - 5x101O/cm3.

It has been known for a number of years that the protrusive base results in
enhanced capacitive contributions. From the point of view of capacitance
design, reducing the base penetration to zero would yield the lowest
capacitance, and the highest cutoff frequency. We note that if the base
penetration was zero, we would not have a PBT. However, let us, for the.moment, entertain the possibility of a PBT with zero base penetration. Such a
configuration would be expected to yield "short channel" effects, high fields
associated with edge effects at the corners of the base contacts, and a
reasonable number of carriers reacting to these high fields. For the PBT with
finite base penetration, the Schottky barrier depletion extends to three sides
of the base contact. While this increased depletion "area" contributes to the
capacitance, this same depletion area supports fewer carriers than the zero
base penetration structure and may, in a significant way, be responsible for
the superior breakdown characteristics of the device. In any case, the base
penetration of the PBT is taken as an engineering variable and a large number
of calculations were performed with the ratio of base penetration to channel
opening of 1:2. This ratio is a departure from standard Lincoln Laboratories
design considerations.

In addition to the increased depletion *area" of the protrusive base, the base
is also a physical barrier. Aerodynamic studies indicate that protrusions
with sharp edges offer unwanted resistance to fluid flow, and that
improvements in fluid flow arise from smoothing these edges, and shaping the
protrusion. To see if these principles were applicable to the PBT, a region
of undoped GaAs (generally half-ellipse) were inserted upstream and downstream
of the base contact. The presence of these regions remarkably reduced the
device capacitance and increased the cutoff frequency.

2
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In examining the nature of these aerodynamic changes it is recognized that the
Schottky barrier depletion layer tends to smooth the effects of the physical
protrusion. Consistent with this concept are calculations showing that when

* the undoped GaAs region was contained within the Schottky barrier depletion
layer, its influence was marginal. When it extended beyond the depletion
layer its effect was substantial. The presence of the undoped GaAs appears to
reduce the number of carriers not contributing to conduction, thereby reducing
the net capacitance of the device.

The Schottky barrier PBT is a vertical device and there is no substrate for
the carriers to transit across. Calculations indicate that low concentration
PBTs lead to low current level devices and low cutoff frequencies, whereas
high concentration devices lead to high current levels and high cutoff
frequency PBTs. Mixed design PBTs yield results consistent with these
observations. For example, PBT structures in which the doping in the base
region was below that of a uniformly doped PBT showed lower current and cutoff
frequency than the uniformly doped PBT. These latter results are significant
from a design viewpoint and tend to support the speculation that the tungsten
deposition and subsequent regrowth introduced traps and lowered the donor
concentration in the base region. The results alsqounderscore the sensitivity
of the PBT to design modifications. While this sensitivity may be regarded as
an undesirable feature, the sensitivity can be used advantageously, as the
introduction of the semi-insulating region indicates.

The microwave performance of the device was calculated in a number of
different ways. For most of the study, the cutoff frequency, transconductance
and capacitance were obtained from the dc calculations. These dc calculations
were implemented for both the DDE and MBTE studies. The extent to which the

* dc calculations are applicable to high frequency performance is uncertain. To
generalize the calculations, "Y" parameter calculations were performed using
the DDE. Here, step changes in potential were applied first to the base and
then to the collector. The resulting current transients, which for the most
part were completed in under 2 ps, were Fourier analyzed and the "Y"
parameters computed. From the Y parameters, the current gain and power gain
were computed. Each of these quantities, as expected, was extremely sensitive
to circuit loading, a result that cannot be extracted from the dc
calculations. Additionally, the maximum current gain was computed. The
frequency at which the maximum current gain is unity is the cutoff frequency.
The cutoff frequency from the Y parameter calculation was approximately 10%
higher than that obtained from the dc parameters. The maximum available gain
(MAG) was also computed from the "Y" parameters. The calculations for MAC
show 8.5 db gain at 60 GHz (albeit slightly unstable) and 5.4 db gain at 100
GHz (albeit slightly unstable), and fmax - 200 GHz.

Most of the calculations discussed above were obtained using the drift and
diffusion equations, rather than the moments of the Boltzmann transport
equation. Fewer calculations were done with the MBTE because there are more
equations (nine for the MBTE, two for the DDE) and they are more costly. The
difference between the MBTE and DDE are profound, both qualitatively and
quantitatively. For example, where there are high field Gunn domains in the
DDE calculation, at least one MBTE study displayed no Gunn domains. This
result emerges in spite of the fact that the potential distribution for the

3



two calculations are qualitatively similar. The current levels are nearly
four times higher than that obtained using the DDE algorithm, a result that is
a direct consequence of velocity overshoot. The MBTE also displays a negative
forward conductance that is electronic in origin, a result that is not
obtained from any DDE studies. Further, cutoff frequencies in excess of 200
GHz were obtained. SRA strongly recommends continued study of the PBT and
other device structures be performed using the MBTE.

There are several new and unique features of the Phase II study:

1. The Phase II study is the first to use the moments of the Boltzmann
transport equation to examine transport in the PBT.

2. The Phase II study is the first to include both electron and hole
transport (in the drift and diffusion equations) in examining
breakdown in the PBT.

3. The Phase II study is the first to implement transient accuracy, in
going from one bias level to a second bias level, and to use the
output to compute the frequency dependent admittance (or "Y")
parameters.

4. The Phase II study is the first to use the "Y" parameter calculation
to compute the figures of merit for the PBT, which heretofore were
obtained either from dc calculations or analytical approximations.
These figures of merit include the cutoff frequency, the current gain,
the maximum available power gain, the maximum stable power gain, the
stability parameter and fmax.

5. The Phase II study is the first to use aerodynamic principles to
improve transport in the PBT.

The results of the study are summarized in four self-contained sections.
Section B summarizes the scaling, material and design characteristics of the
PBT. Section C describes the "Y" parameter calculations. Section D is a
summary of the breakdown studies. Section E describes the non-equilibrium
MBTE studies.

The broad conclusion of the study is that the PBT is, in principle, capable of
achieving high-frequency analog operation with breakdown characteristics
superior to that of the conventional FET, but that to achieve this promise,
strict attention must be paid to the design of the doping of the channel.
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B. SCALING, MATERIAL AND DESIGN CHARACTERISTICS
OF THE PERMEABLE BASE TRANSISTOR

I. INTRODUCTION

This section reports the results of a detailed numerical study of the gallium
arsenide permeable base transistor. The numerical results arise from solu-
tions to the semiconductor drift and diffusion equations (DDE) and are subject
to the limitations imposed by mobility models. A major goal of the study was
to stay within current design constraints and to systematically determine
those parameters that would most strongly affect device performance. Within
this framework, it was of interest to determine whether present design fea-
tures 1,2 would prevent the attainment of extremely high frequency
oscillations, or whether minor design modifications could achieve signifi-
cantly improved performance. The latter was shown to be the case. A second
goal was to determine what design or material characteristics would lead to
degraded device performance. This goal was also achieved.

Insofar as use of the drift and diffusion equations prevents an understanding
of the effects of overshoot on device performance a necessary adjunct to this
paper is a study that includes these effects. Two companion studies,, 4 ,

using solutions to the moments of the Boltzmann transport equation indicate a
factor of three or better in cutoff frequency and close the loop as to whether
frequencies in excess of 100 GHz can be achieved.

In examining the PBT to achieve the above goals several issues arose:

. I-1. Scaling

What constraints are imposed in reducing the feature size of the PBT, and/or
increasing the donor background of the device to improve the current drive and
high frequency performance? Thus scaling was addressed from several view-
points.

First a purely numerical attitude, i.e., the constraints of the differential
equation are exposed. This served to highlight the inadequacies of current
scaling approaches. The second approach involved constraining the average
field, a condition normally imposed in VLSI scaling. The universal limita-
tions imposed upon this type of scaling are exposed in the PBT study and have
broad implications for scaling of other devices. The third approach involved
scaling the depletion layer. A common feature of all three scaling approaches
is the neglect of diffusion. The neglect of diffusion is shown to be the
principal limitation of scaling as a direct means of improving the design of a
high frequency PBT. Other approaches must be coupled to scaling to achieve
improved performance.

1-2. Reconfigured Designs

While the standard approach to scaling is shown to be deficient in significant
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ways, manipulation of device parameters is shown to exhibit several clear
trends. For example, increases in the carrier density increase the drive
current as well at the cutoff frequency. But a very serious limitation arises
from the inherent design of the PBT. The base penetration introduces both an
obstruction as well as a Schottky barrier with its consequent large parasitic
capacitance. This latter conclusion emerged from a study that addressed the
relative capacitive contributions from different sections of the device, a
procedure originally implemented in reference 5. For example it was found
that for a given channel opening the current density was much less sensitive
to decreases in base penetration, than were changes in the charge density.
The result is an increase in the cutoff frequency. It was also determined
that the amount of unwanted stored charge, upstream of the base could be
reduced through the introduction of a semi-insulating gallium arsenide region.
The latter result is a consequence of direct application of aerodynamic
principles, as discussed below and in reference 6. Here, while the transcon-
ductance of the structure increases slightly, the overall effect is to
increase the cutoff frequency, in some cases by as much as 40%.

A large number of calculations were performed taking advantage of the above
reconfigured designs. *For example, calculations were performed for the case
in which the ratio of base penetration to channel opening was 1:2, and the
micron length feature size common to present PBT experiments was retained. It
was found that significant improvements in the cutoff frequency resulted.
sometimes as much as a factor of two. Companion studies with the moments of
the Boltzmann transport equation (MBTE) for this same configuration indicated
cutoff frequencies in excess of 100 GHz. Additional studies have also been
performed for this reconfigured design in which the bias level was taken to
the threshold for impact ionization. The unusual feature is the presence of

* high breakdown voltages, in excess of 15 volts [7].

1-3. Effects of Material Characteristics

It is known that regrowth of gallium arsenide after deposition of the tungsten
base introduces undesirable material properties in the region surrounding the
base. This is particularly troublesome in devices, such as the PBT, whose
design constrains the transport of carriers to well defined narrow regions.
The situation with GaAs FETs with, e.g., semi-insulating substrates are likely
to be more forgiving. In the case of the PBT, calculations were performed
with a reduced concentration surrounding the base. The results indicated a
dramatic drop in the cutoff frequency, and suggest that efforts to tailor the
doping profile, with an increased donor concentration under the base region
are likely to yield fruitful results.

Each of the above issues are discussed in the ensuing sections. Section II
discusses scaling from a computational point of view and introduces the role
of scaling on boundary conditions. Section III outlines the computational
details. Section IV discusses all of the scaling results. Section V is a
description of the PBT with a ratio of base penetration to channel opening of
1:2. Section VI analyzes the role of doping variations, and the influence of
the semi-insulating region. Section VII summarizes the results.
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II. THE STRUCTURE OF THE PBT, ANALYSIS AND SCALING

O II-i. Structure

A schematic cross-section view of the PBT, taken from the first PBT discus-
sion', is displayed in figure 1. Majority carriers, electrons, enter the
transit region through the metal-emitter contact, leave through the metal-
collector contact, and are controlled by the Schottky base-contact. As
represented in figure 1, the PBT is assumed to consist of a bank of tungsten
gratings that constitute the base contacts. Edge effects are ignored and
computations are confined to one unit cell of the PBT. The unit cell is
captured between the dotted lines shown in figure 1. The structure of the PBT
is strikingly similar to that of a diode having plane electrodes8 . However,
the presence of condensed matter as the media of transport, rather than the
vacuum, alters the operating characteristics of the device in fundamental ways.

11-2. Analysis

While some analyses of the PBT have proceeded through solutions to moments-of
the Boltzmann transport equation 3,4 and through Monte Carlo procedures
9,10 most of the PBT discussion has been within the framework of solutions

to the semiconductor drift and diffusion equations (see e.g., references 1,5,
11,12,13,14). The relevant DDE equations, ignoring ionization (see reference
7 for breakdown studies), and assuming transport by one species of carriers
(electrons) are the continuity equation and Poisson's equations

aT q

V2f - q[N-ND] - 0 (2)

Here N,J[ - q(NV% + DVN)J and * are, respectively, the carrier density,
current density and potential within the PBT. ND is the background doping, q the
magnitude of the electron charge, p the electron mobility and D the electron
diffusivity.

For purposes of analysis, physical, intuitive and numerical, the above equations,
with the current J, separated into its contingent drift and diffusion components,
are recast into dimensionless form.

an . iV(DnVn) CnV*(npnVO) (3)
Tt Re

V2- Sn (n - nD) (4)
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where the following denote dimensionless quantities:

O - */Or potential

n - N/Nr  electron density

nD - ND/Nr donor density

Dn - D/Dr electron diffusivity

An - P/Ar electron mobility

t - T/Tr  time

x - X/Xr distance

Pr*r qrX2rNr XrVrCn -- Sn- Re --
XrVr cr@r Dr

In the above Cn is the ratio of the mean velocity of a carrier, under an
assumption of constant mobility, to a reference velocity Vr. Sn is the
ratio of the square of the reference length, to twice the depletion layer
width of a Schottky barrier with a "barrier" of tr (within the framework
of the depletion layer approximation). cr is the reference permittivity.
The quantity Re, which is analogous to the Reynolds number in fluid dynamics,
represents the effectiveness of diffusion in carrier transport. For the case
when Cn-l.0, and the carrier diffusion is represented by the Einstein relation
Re is the ratio of the reference potential energy to the thermal energy:

Re - q*r/kT

Note: under zero current conditions, the solution to the governing equations
yields n - A + Bexp+[O/Re], where A and B are integration constants, and the
Einstein relation holds. This simple example highlights the role of the
Reynolds number in determining the charge distribution.

11-3. Scaling Choices

The choice of scaling and hence reference quantities is arbitrary. One useful
choice is to retain constant values for the dimensionless parameters. This
choice is labeled-intrinsic scaling as the device material parameters are only
marginally altered. To achieve intrinsic scaling a common choice for the
reference time is the dielectric relaxation time of the material.
Unfortunately, intrinsic scaling is never completely successful if device
operation is constrained to a given ambient temperature, as the temperature
dependence of the Reynolds number above, suggests. The choices made by others
and also below are done to emphasize different contributions of the various

* components to the transport process. For example, in one of the many
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calculations performed by Bozler and Alley 1, specifically their figure 15,
the base penetration was chosen as the reference length. In these calcula-
tions rather than attempt to retain constant intrinsic parameters, an attempt

* was made to keep the dimensionless parameter Sn constant. In reference 1,
three sets of calculations were performed in which the product NoX2 was
constant. In particular for a nominal doping of 1.6 x 101 T/cm3 , 1.0 x 1026/cm3,
and 4.0 x 1014/c=3, the base penetration was successively increased from
250A, to 1000A and 5000A, respectively. The reference potential was
apparently unchanged in this calculation, as was the device length, kept at
1.0 microns.

With reference to equations (3) and (4) if the boundary conditions are
unchanged, and the reference time is tied to the reference length as Tr -
Xr/Vr, where Vr is a reference velocity, then it is anticipated that
transients are shorter as the carrier density is increased. Further, if a
constant mobility is assumed then in the steady state it is anticipated that
the linear current density (current density x periodicity) is a constant, as
all dimensionless differential equation parameters are constant (at steady
state). Bozler and Alley's1 results do not sustain this comment, partly
because other device parameters were not scaled, in particular the device
length. But more specifically, scaling is prevented because of nonlinearities
in the material field dependent parameters and because of proximity effects.

In the analysis that follows, the reference quantities are chosen as:

1. Xr, device length as reference length,

2. tr, the potential applied across the device as reference
*potential,

3. Vr, saturated drift velocity as reference velocity,

4. Pr, low field mobility as reference mobility,

5. Dr, low field diffusivity as reference diffusivity,

6. Nr, the nominal doping density as reference carrier density,

7. Tr, the reference time, given by,

Tr - Xr/Vr

(Note, when Xr is chosen such that *r/Xr is a constant, we have
constant field scaling.)

There is broad significance to the parameter grouping following equation (4),
which is highlighted through traditional scaling arguments that often ignore
diffusion components1 4. We ignore diffusion contributions in the immediate
discussion, although not in the numerical computations. Ignoring diffusion
contributions in equation (3) we rewrite equations (3) and (4) as follows:

*9



_n + CnVO(npn) + CnSnftn(n-n D) - 0 (5)
at

Within the context of equation (5), if the boundary conditions are unchanged
through parameter variation, then the successful design of a device for one
set of parameters will permit equally successful scaling down in size and
scaling up in frequency. We will adapt and scrutinize this point of view.
We note that this point of view is basic to VLSI scaling, as discussed by
Bar-Lev1 8 : "The basic idea underlying present scaling theory is to keep the
electric field strength invariant with size reduction. Shorter distances will
translate into shorter transit times and lower voltages. Vertical, as well as
horizontal distances must be scaled down .... Substrate doping must be increased
so that depletion regions are also scaled down..., It is noted that in the
Bozler-Alley study', the horizontal distances were not scaled. Within the
context of equation (5) scaling is exact, both spatially and temporally, if Cn
and Sn are unchanged. This is satisfied if tr/Xr and XrNr are constant,
a departure from the study in reference 1. But while we will see that this
type of scaling is severely limited as submicron dimensions are approached it
is widely implemented within the semiconductor community.

We note that under conditions of constant field scaling r4r/AP )'l),
Xr-Xr/A and Nr-NrA. Also, the Reynolds number, which appears
in equation (3) scales as Re-aRe/A. Thus the effect of constant field
scaling is to enhance the diffusive contribution through more rapid variation
of the electron concentration.

* 11-4. Boundary Conditions

In general boundary conditions (e.g., contact properties) do not scale in a
manner that bears a simple relation to the scaling of the governing equations.
This is illustrated for two simple cases. The emitter and collector contacts
are ohmic and the base is a Schottky contact. The emitter and collector
potentials are predicated on the assumption that the contact carrier density
is equal to the nominal donor density. Thus

kT NC
E - -(EC-EF)/q - ln (6)

and
kT NC

c - q ln ND + VCE (7)

where EC - EF is the difference between the conduction and Fermi energies.
VCE is the applied potential and NC is the electron density of states. In
the discussion below we ignore differences between the conduction and valence
band density of states.

10



For the base contact the free carrier concentration is given by

NB - NC exp[-q(4BN - VBE)/kT] (8)

where we are ignoring image potential contributions, and take *BN to be
independent of concentration. The base potential is

@S - -OBN + VBE (9)

where OBN is the Schottky barrier height. We note:15 using a value of
OBN - 0.8v, and NC - 4.7 x 1017/cm3 and VBE - 0.4 volts, we find
NB - 8.68 x 101 6/cm s . Because the relative size of the barrier
concentration is orders of magnitude below the computed concentrations, the
barrier concentration, NB was taken as 'numerically zero'. In one of these
calculations this zero boundary condition is physically violated. However, as
discussed below, the absence of a bias dependence on the density is at least
as weak as the absence of hole transport in the formulation of forward current
across a Schottky contact.

Insofar as potential differences are the only relevant quantities, and we are
dealing with homojunction devices, the boundary conditions are rewritten as:

VE - 0 (10)

OC - VCE (11)

OB -4 B N + kaIn K2 + VBE (12a)
q ND

Note: in Ref. 1, the density of states of the conduction and valence bands was
assumed to be equal. Then,

Eg kT ND
BN - - - ln + VBE (12b)

where Eg is the band gap, and Ni is the intrinsic concentration. For
VBE - 0.3v, N - l0'/cm3 N - 1.79x1O6/cm3, Eg - 1.424ev,

#B(l2a) - -0. 0, 9 B (12b) - 0.37v for a difusion of the order of kT.

In terms of dimensionless variables:

OE - 0 (13)
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0 VCE 
(14)

B, _BN _Lk In !Q + (15)
Or qtr ND Or

In the discussion of Bozler and Alley1 , it appears to these authors that the
reference potentials were not scaled, and so the boundary conditions are
determined solely by the intrinsic material properties and the applied
potential. Under conditions of intrinsic scaling the dimensionless variables
as well as the dimensionless boundary conditions are kept constant. However,
the transformation back into dimensional units results in significant
alteration of the physical boundary conditions. Because of the importance of
this scaling we elaborate on the variation of boundary conditions:

a) Constant field scaling (partial), VBE held constant

Under constant field scaling, discussed immediately below, the device
reference length is scaled, as is the reference potential. Under this
condition of 'constant field scaling, VCE - VCE/A and the boundary
conditions at the emitter and contacts are unchanged. For the case of a
Schottky barrier, while the reference potential scales, the barrier height
does not change. The scaled dimensionless base potential thus becomes:

kTA
*B -lnA (15a)

B -  qtr

b) Constant field scaling (partial), VBE is determined from constant

dimensionless boundary condition

Here, #B is constant, and the unscaled base voltage becomes

(kTAx
VBE -> VBE + -lnA + (1-A)0 (15b)

As seen in figure 2a, as A increases VBE increases. And for A>2,
increases in A result in only marginal changes in VBE

c) Constant field scaling (complete)

Here, VBE - VBE/A, and the dimensionless base potential becomes

VBE kTAlnA

*B -> AOB + ('-A)- - (15c)
r qtr
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As seen in figure 2b, the dimensionless potential scales, approximately

linearly with A, for A>l.

* d) Concentration Scaling

The situation when only the carrier concentration is scaled (N - AN)
results in

kTlnA
*B -> *B q-r (15d)

and the dimensionless Schottky barrier is more reverse biased.

e) Concentration scaling, constant dimensionless boundary condition.

Keeping OB fixed is equivalent to a slight forward bias increase (see
figure 2c) on the Schottky equal to

kTlnA
VB -> VB + - (15e)

q

f) Concentration (N - NAA) plus constant field scaling (complete)

Combining equations 15c and l5e for >1l

-> AOBE + (1-A)BE - kTlnAA (15f)
B BE q#r 1 tr

g) Concentration plus constant field scaling (partial), VBE is determined

from constant dimensionless boundary condition.

Combining equations 15c and 15e results in

VB -> VBE + '-lnAA + (15g)

Figure 2 displays the dimensionless boundary conditions under the assumption
of constant field scaling and an unscaled #B - -0.35 for VBE - 0.35 v
(see below). The important point to note here is that as the scaling
parameter increases the dimensionless Schottky barrier boundary becomes more
negative, while that associated with the ohmic contacts remains unchanged. The
change in dimemsionless potential on the Schottky contact appears to be
ignored in the discussion by Bar-Lev I4 , the consequences of which are
significant. The first set of calculations on scaling illustrates the
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consequences of ignoring the potential boundary condition alterations. Other
scaling calculations will follow in order.

III. COMPUTATIONAL DETAILS

In the calculations to follow, the carrier velocity is field dependent with
region of negative differential mobility. The magnitude of the carrier
velocity and diffusivity are represented by the following analytical relations:

v - AoF + a(F/Fv) 2 + b(F/Fv)3 + c(F/Fv) 4

(16)

D - v + __2 v 2

qF 3 (17)

where F - IFI, and

F - -Vt (18)

The term po represents the low field mobility of GaAs and is dependent
upon the donor density. The term r in equation (18) is an assigned
constant. Velocity overshoot effects are not included in this calculation,
but are in a companion study8  . The parameters for equations (17) and (18)
are displayed in Table 1, and the velocity is shown in figure 3.

For these calculations the grid structures employed were variable in spacing
and employed a more densely packed mesh near the base contact (X - Z - 40A)
than in the rest of the device. Typically, but not exclusively, for a given
device structure and VBE and VCE values, a steady state solution for the
governing equations was obtained. Then the base potential was perturbed by a
small value (VBE - 0.05v) and a new steady state solution was computed. The
results were then used to calculate the performance characteristics such as
transconductance, gm, capacitance, CT, and unity-current-gain frequency,
fT, using the following relations:

AIc J(20)

,VcE ]VCE - constant

CT AQc j (21)
T A-VBE JVCE - constant

fT " - (22)

2 wCT
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Additionally, in order to obtain a clearer picture of the flow of carriers
within the device, current streamlines were plotted. Its significance is as
follows: A current streamfunction, a, is defined according to the expression

Ix ' - J (23)

where I is the total current density. Note: conservation of total current is
consistent with the following:

V 0 Vx a - V * JO (24)

Hence,

-g °Jz (25)ax
and

x " (26)az

a can be obtained at every grid point by numerically integrating either
equations (25) or (26). A current streamline is then a contour of constant
streamfunction in the device, and the total current between any two stream-
lines is the same.

S
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IV. SCALING CALCULATION

* IV-1. Basic Unscaled Calculation and Constant Field Scaled Device

All of the scaling calculations are done with respect to a reference or
unscaled calculation. The unscaled calculation is based upon a Lincoln
Laboratory calculation with the parameters listed in Table 2a. The boundary
conditions, in dimensionless and dimensional units, are displayed in both
Table 2b and figure 2 for A - 1. The ac electrical parameters are displayed
in Table 2c, where two sets of value are shown. The left column of Table 2c
is expressed in units of the unmodeled direction, while the right column is
for an assumed 100 micron channel width per finger. The symbols associated
with Table 2 are shown in figure 4.

For reference d is the base penetration, h is the channel width, LB denotes
the base thickness. D is one-half of the device periodicity; D - d+h. LBE
and LBC are the distances of the base from the emitter and collector bounda-
ries, respectively. The dimensions and doping level for the computations of
the reference device are displayed in figure 5. The bias levels for these
computations were VCE - 1.0 volts and VBE - 0.35 volts.

The computations for the unscaled PBT with Table 2 parameters are displayed in
figure 6. Here contours of constant carrier density (6a), potential (6b) and
current streamlines (6c) are shown. The contours for the constant field
scalee device with A - 4 are shown in figure 7, with the parameters listed
in Table 3. Scaling this device with the prescription of equation 15c would
yield VBE - 0.0875, and #B - -2.59. In scaled calculation #B was

* somewhat lower at 2.44, with VBE - 0.1276 (see Table 3b).

For the unscaled device one notes the presence of carrier depletion under the
gate and a local potential barrier upstream from the base contact. (The
scaled device calculations are discussed below.) The depletion region does
not pinch-off the channel opening. Pinch-off occurs for a base voltage of
VBE - 0.0 volts. Comparison of figure 6 with that of figure 4b and 5b of
Bozler and Alley' shows very similar results, in spite of the very different
representations of the field dependence of velocity and diffusivity.
Additionally, the Einstein relation was used in reference 1, whereas a
generalized empirical diffusivity is used in the present calculations".
Differences that do appear in the calculations are, for the most part, of a
minor quantitative nature. There were no qualitative differences.

A few remarks are in order with respect to the current streamlines, as they
represent a recent introduction into examining device physics. As drawn they
indicate that between each pair of current streamlines the current/micron (in
the urmodeled direction) is the same. We note the streamlines in figure 6c
are not equally spaced. Also the streamlines show no emitter or collector
crowding, as would be expected from coplanar source and drain contacts. There
is also a small decrease in the current density along the line of symmetry of
the base contact, a result familiar to those versed in vacuum tube
technology$. We also note that immediately to the left and right of Lne
base there are no current streamlines. The electrons in these regions are
"parasitic* to the device in that they do not contribute favorably to the
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device performance. As will be shown later, their presence results in
increased device capacitance which ultimately raises the device response time.

. While analogies to vacuum tube transport are significant here, there is also
significant analogy to the flow of a hydrodynamic fluid. It is this latter
analogy that will provide the insight, as shown later for structural modifica-
tions in the PBT that improve device performance. The analogy to hydrodynamic
flow has a firm physical basis since the equations governing the flow of
electrons, the drift and diffusion equations and, more generally the moments
of the Boltzmann transport equation are qualitatively similar to those govern-
ing fluid flow. The concepts of mass, momentum and energy transport are
fundamental to both electron transport and fluid dynamics, and the governing
equations for both processes are derivable from the Boltzmann transport
equation.

To carry the hydrodynamic analogy further, the electron flow in a PBT structure
is similar to fluid flow between parallel flat plates with an obstruction6 , 18 as
shown in figure 8. As seen in figure 8 the fluid streamlines shown closely
resemble the current streamlines in the PBT. From aerodynamic considerations,
it is well known that when the shape of an obstruction is like an airfoil
rather than a blunt protrusion, the resistance to flow is reduced. This
suggests that if the base region of the PBT could be contoured or shaped the
PBT would show improved performance. As discussed in a later section the
introduction of a shaped semi-insulating region immediately and downstream of
the base reduces the number of stagnant electrons and improves device
performance.

We return to the density contours of figures 6 and 7 and supplement them with
line drawings along the channel line of symmetry. With respect to figure 6b,
we see that the electrons encounter a barrier, as shown by the negative
potential contours near the base. This weak potential barrier is present at
the center of the channel opening, as shown in figure 9a. The corresponding
carrier density is shown in figures 6a and 9b, and displays carrier depletion
everywhere except in the vicinity of the boundaries. Additionally, there is
local charge accumulation ( there is no net charge accumulation) upstream from
the base contact. This local carrier accumulation occurs at the point where
there is a local change in curvature of the potential (figure 9a). The change
in potential curvature is more than compensated by an increasingly negative
second derivative of the potential in a direction normal to the channel. The
change in curvature implies the existence of a local non-dipole layer high
field domain whose origin is two dimensional, rather than a consequence of the
region of negative differential mobility. (Note, qualitatively similar
results appear from the PBT calculation of reference 1). The high field
domain is shown in figure 9c.

As seen in figures 9b and 9c the electron density and electric field indicate
steep gradients on either side of the base. Most of the potential drop occurs
in the region immediately downstream from the base contact. Inspection of
figure 9d, which displays carrier velocity within the channel at the center of
the device reveals that in the emitter region of the device the electron flux
flux flowing toward the collector is due to opposing drift and diffusion
components, and that the net flux is dominated by diffusion. In the base
region, the drift and diffusion current augment each other. Note the
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characteristic 'camel-back' structure associated with the field dependent
mobility. The absence of this feature in the drift and diffusion simulation

* in reference 10 is somewhat puzzling. The current densities in the base
region are large compared to the rest of the device (figure 9e) as required by
current continuity and the reduction in the cross-sectional area of the base
region channel.

The transistor parameters, using equations (20) through (22) and the obtained
current levels are shown in Table.2c. The unit/micron reflects the unmodeled
direction. It is noted that Bozler and Alley' do not report the values of
gm, CT and fT for the above structure. However, the density and
potential contours in figures 6 are very similar to those reported in
reference 1, and the transistor parameters extracted thereof are expected to
be very similar. Note also, that the fT calculated here is similar to that
reported by Osman et al, who used a two piece field dependent velocity
similar to the PLC curve of Bozler and Alley'.

The results for the constant field scaled device are considerably different
and are shown in figure 10. These differences are due in part to the reverse
potential on the base which, as seen from figure for constant field scaling is
equal to -2.44 which results in a depletion width that greatly exceeds the
channel opening. The structure is essentially depleted of carriers with the
current at all contacts near zero. The contour plots for this set of
calculations are displayed in figure 7, while the line plots are shown in
figure 10. Note the streamlines are not shown as the current is nearly zero
everywhere. With regard to the line plots, note the enhanced barrier within
the channel and the reversal of sign of the electric field. Thus, the carrier
velocity changes sign and diffusive effects are pronounced. We note: if in

* scaling the dimensionless boundary was fixed at the value of the unscaled
calculation, the base would be forward biased with respect to both the emitter
and collector (see Table 3c and figure 2a). The consequences of this will be
discussed later.

The basic conclusion that can be drawn from the above is that constant field
scaling is inadequate for device prediction if submicron scales are
approached. For example, if current density levels are to scale then the
device cross-sectional area will have to be increased. Now if we look at
these problems from a dimensionless coefficient point of view, and here we
refer the reader to equations (3) and (4) we see that in going from the
unscaled device to the constant field scaled device, two alterations were
made. First, the relative contribution of the diffusive component of
transport was increased by a factor of four. Second, the boundary conditions
were changed. In the following calculation, referred to as depletion width
scaling, only the doping level is altered.

IV-2. Basic Unscaled Calculation/Depletion Layer Scaling

For the basic unscaled calculation the depletion width calculated from the
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depletion layer approximation exceeds the channel opening and also displays a
local barrier within the channel. In the next set of calculations the relative
conductive and diffusive components are the same as in the unscaled
calculation. The only change is obtained by increasing the donor
concentration, in this case to 1.25 x 1017 /cm3. The parameters for this

calculation are displayed in Table 4 where we note the increase in forward
bias (as obtained from equation 15e, also see figure 2c). For this
calculation the depletion layer thickness, as computed from the depletion
layer approximation is 600A which is smaller than the channel opening. There
are several additional points of note. First, the dimensionless boundary
conditions are the same as in the unscaled device, yielding a slight increase
in the base potential. Second, since the depletion layer thickness is smaller
here, than for the unscaled device, there is an anticipated increase in thefT.

The results of the calculation are displayed in figures 11 and 12. Figure 11
displays contour plots of carrier density, potential and current streamlines.
Note, as for the unscaled device, negligible current flows through the base.
However, unlike the results of the unscaled device (figure 6a) the potential
contours display significant clustering within the vicinity of the base
region. Further, a cursory examination of the unscaled contours (figure 6) and
the depletion layer scaled contours (figure 11) indicates an average field up
and downstream of the base that is lower for the latter. While this is indeed
true, the details of the distribution indicate a totally different picture.
For example, the potential contours associated with figure 6 exhibit a
saddle-point structure. No such structure is present in the figure 11
contours, although the strong monotonic increase in potential (figure 12a)
demonstrates the presence of a high field domain in the channel (figure 12c).

* The high field domain within the channel is strong enough to create a dipole
layer as figure 12c attests. In addition, it is important to note that the
field near the collector in the figure 12c calculation is relatively flat and
equal to 680v/cm. Indeed, most of the collector current is conductive. For
the figure 6 calculations, the field near the collector is lower and equal to
130v/cm. The current for the unscaled device is lower than the
depletion-layer scaled device and is dominated by diffusive rather than
convective transport. The consequence of this difference are profound. For
example, the fT for the depletion-layer-scaled device is equal to 37.1 GHz
and is dominated by the properties of the base contact and transport through
the base region. As a result marginal alterations in the emitter-collector
spacing are expected to have only a marginal effect on fT. Such is not the
case in the basic structure with lower density, figure 6 calculation, where an
alteration in the emitter-collector spacing may be expected to drastically
alter the field profile at the collector contact with the result that fT is
altered.

A further point of interest is that an increase in the donor density by
slightly over an order of magnitude results in an increase in the collector
current from 0.015 A/cm to 1.27 A/cm. The increase is greater than one order
of magnitude and arises from a synergistic combination of a quantitative
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alteration in the relative convective/diffusive contributions (even though
these alterations do not arise from the dimensionless variables) and the.w increased donor concentration.
IV-3. Basic Unscaled Calculation/Depletion Layer

and Constant Field Scaling

The depletion layer scaling of the previous section resulted in two
qualitative differences from both the unscaled and constant field scaled
device. First, there was the absence of a channel potential barrier. Second,
there was the presence of a high field domain and net carrier accumulation
within the channel. There was also an achievement of higher fT. In this
section we exploit the two scaling procedures. First, we retain a high
carrier concentration, in this case, a doping density of 2 x 1017 /cm3.
Second, we reduce the reference length to 0.5 microns, scale all the other
dimensions accordingly. For example, if the average field between the
contacts is the same as in the unscaled device, then VCE - 0.5 volts and
VBE - 0.175. This has the effect of reducing the dimensionless boundary to
B - 1.21. In the calculation below #B - 1.15, for VBE - 0.20,

and VCE - 0.5v. (See Table 5b)

It is recalled that in the constant field scaled device the dimensionless
parameters indicated a increase in the diffusive contribution through the
decrease of Reynolds number by a factor of four. In the present calculation
the dimensionless Reynolds number is decreased by a factor of two, and the
carrier density variations are more pronounced. The parameters of the
calculation are listed in Tables 5a and 5b.

. The contours and current streamlines are displayed in figure 13, while the
line plots are shown in figure 14. Figure 13a and 14b show the absence of
charge accumulation within the channel, although there is a local minima. The
potential contours show a local barrier, but it is not within the channel,
rather it is upstream from the base contact. The potential contours when
combined with the line plots show the presence of a saddle point within the
vicinity of the base contact as in the case of the unscaled device. But

significantly, at and near emitter and collector contacts the field is
relatively uniform, indicating that transport to the contacts is primarily
conductive. The transistor parameters indicate an fT - 43.8GHz, which is
approximately three times that of the unscaled device, and about 300 higher
than that of the depletion layer scaled device. Further the current level for
the depletion layer/constant field scaled device is 0.39 A/m which is
approximately an order of magnitude greater than that of the unscaled device,
although it is lower than that of the depletion layer scaled device. The
latter is a consequence the fact that the dimensionless potential is more
reverse bias for the depletion layer/constant field device, than for the
depletion layer scaled device.

There is another point that should be recognized. For this calculation there
was some leakage current through the base contact. As displayed in the
current streamlines (figure 13c) approximately 10% of the current flows from
the emitter to the base contact. This will be discussed in more detail below.
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IV-4. Basic Unscaled Calculation/Depletion Layer and Constant Boundary
Condition Scaling

The calculation in Section IV-2 involved constant field scaling. The
numerical boundary conditions for the constant field scaling device, as shown
in Table 5b indicate that the base was more reverse bias then the unscaled
device. If the numerical boundary conditions are kept constant, as shown in
Table 3c, the only parameter that differs between the scaled and unscaled
calculation-is the contribution of the diffusivity. Further, according to
Table 5a, the dimensional units for the potential (from equation 15c) indicate
that the base is forward bias with respect to both the collector and the
emitter, when all dimensionless boundary conditions are kept constant. The

consequences of this as shown in figure 15 display an unacceptable base
leakage current. A very similar result holds for the 0.5 micron device, with
the same dimensionless boundary conditions (see equation 15c) as the unscaled
device. This is shown in figure 16. The question of relevance is: why is
there such a large leakage current?

The most obvious place to look for an answer is in the assumptions of the
calculations. First the calculations neglect hole transport, a feature which
renders the physics weak in the forward bias regime. A second assumption lies
in the inclusion diffusion the calculation. Also note, that the diffusivity
used here is generally above that determined from the Einstein relation. The
origin of our choice lies in the measurements of diffusivity which show strong
departures from the Einstein relation 17 . The third and most important
contribution is associated with proximity effects. Figure 17 illustrates,
where one-dimensional calculations were performed for two structures, Xr -
1.0pm and Xr - 0.25um. The dimensionless potentials for both
calculations was -0.349 and 0.0, respectively. For the l.Opm calculation,
the carrier concentration at the classical (diffusionless) depletion length is
XD - Xr/2j5Sn - 0.09Nr. For the 0.25pm calculation, the carrier
concentration at XD is 0.95 Nr. The points XD are indicated in Figure
17. Thus, we must conclude that the enhanced forward base bias and proximity
effects violate the depletion layer approximation and may thereby contribute
to the current.

IV-5. Provisional Scaling Conclusions/ The Role of the Embedded Base

The question that arises now is how we assess the above scaling procedures.
Certainly, scaling can only be regarded as successful if the scaled device
parameters lead to a consistent set of output results with simple design
rules. For example, constant field scaling shouid lead to the following
scaled results: IC - IC/A, where IC is the is the collector current;
ICVC _ ICVC/A 2, where VC is the collector voltage. The capacitance
should scale as CT - CT/A, whereas the transconductance should be
unchanged, and the cutoff frequency should scale as fT - fTA. The
results of this study, as well as those of others indicate, that these scaling
rules are only qualitatively followed. Thus in the strict sense, scaling
rules fail as submicron dimensions are approached.

The above discussion indicates that a direct straightforward way to scaling is
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not likely to lead to confidence that the scaled device will perform as simple

design rules anticipate. Thus other approaches are needed to improve the

structure of the PBT. In examining these approaches we introduce a diagnostic

procedure first discussed by Osman, et al.5 for examining the capacitance

contributions of different regions of the device. The capacitance contribu-

tions are obtained by integrating the change in the mobile charge due to an

incremental change in the base voltage. The regional contributions involve

integrating the regional charge distribution due to incremental base voltage

changes. The study below also includes an analysis of the regional

transconductance contributions. For example, figure 18 shows the distribution

of capacitance for the depletion layer scaled device (Section IV-2). As seen

about 50% of the device capacitance arises from the distribution of space
charge immediately upstream and downstream from the embedded base contact.

Further, since the current streamlines (see figure llc) indicate that the
electron current flux from the emitter to the collector is typically not

flowing immediately upstream and downstream of the embedded base region, these

capacitance contributions are regarded as largely parasitic.

There are at least two approaches to reducing the these parasitic contribu-
tions. The first is through a reduction in the penetration of the base. This

is considered next. The second approach is through the alteration of the
material characteristics. This is considered in Section VI. Before
proceeding it is worthwhile noting that in the Bozler and Alley study, the
suggestion was made that devices in'which the ratio of channel opening to base
penetration, h/d is less then unity would have cutoff frequencies greater than
those structures in which h/d > 1. Thus there is added incentive for this
approach.

The calculations reported below involve varying the ratio h/d by varying the
base penetration. In these calculations h is constant and equal to 1000A.
Note the periodicity of the structure is D - 2(h+d). In these calculations it
is found that fT increases as the ratio h/d is increased. These results are
consistent with the calculations of reference 5, rather than reference 1.

The variable base penetration calculations are displayed in figure 19
(density), figure 20 (potential) and figure 21 (current streamlines). The
calculations were performed for the same material and device parameters as the
depletion layer scaled device of figure 11. The added feature here is that
the base penetration was taken as 1500A, 1000A, 500A, 250A and OA. Figure 19
establishes the essential features of the calculation. Here for the 1500A,
IOOA, 500A and 250A calculations, it is visually apparent that the distribu-
tion of charge within the channel for all four structures is approximately
independent of the base penetration. Changes occur only for the zero penetra-
tion structure. The remarks remain the same when the potential distribution
and the current streamlines are examined. It may therefore be expected that
the relative contribution of the parasitic capacitance has been reduced as the
base penetration is reduced. Indeed as figure 22 indicates the total
capacitance contribution decreases as the base penetration decreases while the
transconductance undergoes more moderate changes. The cutoff frequency
increases from under 30 GHz to values in excess of 80 GHz. It is worthwhile
noting that the variation in the base penetration, with the exception of the
zero base penetration, does not alter the current density through the PBT.
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This result is displayed in Table 6. But it must also be recalled that these
base penetration studies are being performed for a structure that must be
regarded as operating in an on-state, as the current density is sufficiently
high to warrant the presence of a negative differential mobility dipole
layer. Calculations of this type were not performed for devices that were
normally-off, and the generalization to them is not in order.

V. IMPROVED DEVICE DESIGN

The above calculations suggest that improvements in device performance can be
obtained with modest alterations in design. For example, increases in carrier
density, narrower base penetration, shorter emitter collector spacing, will
increase the cutoff frequency. We have chosen to stay within the constraints
of present technology to offer improvement in design. The structure chosen
for a more detailed evaluation has a narrow base penetration, in this case
500A, a channel opening of 1O00A and a nominal doping level of 5xl01 6/cm3.
This level of doping was chosen because it is one commonly being used [2].
Further, since most of the structures being treated experimentally have a
half-channel opening of 1000A, this particular design is highly relevant to
today's studies. The parameters of the calculation are displayed in Table 7.

The first set of calculations is displayed in figure 23, which shows the
collector current versus collector voltage. Several features should be noted.
First, on the scale of figure 23, the current voltage characteristics show a
relatively soft saturation. In a companion study for these device parameters,
but where the moments of the Boltzmann transport equation are solved the
current-voltage characteristics show harder saturation3 ,4 . Second, we

* note, the absence of any negative forward conductance. Experimentally a
negative forward conductance is observed at the higher base bias levels2 .
At least part of this observed negative conductance is attributable to heat
transport, which lowers the mobility of the semiconductor. However, in the
companion study, a negative forward conductance that is electronic in origin
is also observed 3,4. Third, the soft characteristic does not continue at all
bias levels. In another companion study7 in which breakdown effects are
being studied, the collector current was calculated at a gate bias level of
0.3 volts. In that study, it was observed that saturation is harder at the
higher bias levels. Fourth, there is an apparent increase in transconductance
as the base potential is increased. Now as discussed in the earlier sections,
the transistor parameters may be obtained through an incremental change in
voltage on the relevant contacts. For the dc parameters an alternative method
is to determine the collector current and charge as shown in figures 24 and
25. By eliminating voltage between figures 24 and 25 the relation between
current and stored charge is obtained. This is shown in figure 26, the slope
of which yields the bias dependence of the cutoff frequency, also shown in
figure 27a. An important point to note is that the cutoff frequency increases
with increasing base voltage (the maximum increase is nearly 30%), and the
increase is smaller as the collector voltage increases. Further, the bias
dependence of the cutoff frequency is smaller than that reported by Alley1 2

and Osman, et a16 . Here, however, we note that the dimensions, doping and
field dependent velocity curve used were different in the three calculations.

The sensitivity of the cutoff frequency to design parameters was discussed in
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reference 5. To expand on this study, and to throw some light on the
structure-to-structure variation a series of calculations were performed, atone collector bias level, for a PBT with the same parameters as those of the
calculation corresponding in figure 23, but with a base penetration of 1000A.

This calculation is displayed in figure 27b, with results that were closer to
those reported by reference 5, indicating a more sensitive dependence on
bias. The most sensitive bias dependence occurred for the unscaled device,
where increasing the base bias resulted in a transition from a low current to
a high current drive device. Figure 27c results indicate that the percent
change in cutoff frequency is reduced as the base penetration is reduced (see
also reference 5), and that the percent change in the cutoff frequency
increases as the donor concentration decreases.

The trend of the percent change in the cutoff frequency is clear from the
above set of calculations, and also through the discussion in reference 5.
For the 5 x 1016/cm3 and 1.0 x 101S/cm 3 calculations the percent increase in
cutoff frequency decreases as the base penetration decreases (for a given
channel opening). For the same device structure the percent change in fT
decreases as the concentration increases. But in this latter case there is a
qualitative change in the distribution of charge. For the higher donor
concentration a high field domain exists within the channel, as displayed in
figure 28.

Figure 28 displays contours of charge density, potential and current
streamlines for the figure 23 calculation with VCE - 1.0 volt and VBE - 0.3
volts. We note the presence of a high field domain whose origin lies in the
region of negative differential mobility associated with the device. This is
displayed in figure 28. The result is of interest because it suggests the
presence of a high field Gunn domain in the devices reported in 12]. There is
however, a caveat. The calculations with the moments of the Boltzmann
transport equation show a reduced susceptibility to high field Gunn domain
formation3 ,4 .

There are several other figures of merit for the PBT. For example Bozler and
and Alley' compared the PBT to other transistors and demonstrated that the
high bias collector characteristics followed a square law dependence. Their
study also demonstrated that for the low doped 1.0 x 1016/cm 3 that the
extrapolated threshold voltage was slightly less than 0.3 volts. Their
calculation is repeated here and shown in Figure 29.. Additionally, the
calculation was repeated for the case when the nominal carrier density is a
higher 5.0 x 1016/cm 3 , and when the base penetration is reduced to 500A.
It is anticipated that a larger (in magnitude) reverse bias on the base is
required to turn the device off. As shown in figure 29, the current follows a
square law dependence at high bias levels and extrapolates to a threshold
voltage of less than -0.8volts for the 500A base and less than -1.0 volts for
the 100A base.

VI. MATERIAL DEPENDENCE AND DEVICE CHARACTERISTICS

The discussion in the above sections suggested that material properties
strongly affect device performance, some of which are deleterious and some
beneficial. We address the former issue first.
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VI-1. The Effects of Channel Material Variations on Device Performance

* It is known that the effects of regrowth on the GaAs PBT often introduce
deleterious modifications in the material characteristics of the PBT. Some of
these deleterious results arising from regrowth are mitigated through
alternative growth procedures. The question of interest is why the PBT is
extremely sensitive to material properties, whereas the standard configured
GaAs coplanar FET while material dependent does not appear to be as sensitive
to material variations. While the answer to this question is speculative it
must be remembered that the current paths available to carriers in the
standard GaAs FET configuration are broader than that of the PBT, with the FET
permitting injection into the substrate. As a result small changes in the
material characteristics of the PBT are likely to have a greater influence
than in the case of the FET. Perhaps the clearest role of the influence of
the material characteristics was in a discussion of Gopinath et al 1. In
the study below the device whose characteristics are displayed in figure 23
was altered through a reduction in the donor concentration under the base
contact. Here the donor concentration was decreased to 1.OxlO'/cm3 over
a distance of approximately 2000A. The altered structure is shown in figure
30. Detailed calculations were performed at four pairs of base and collector
voltage levels, as shown in Figure 20. Several results of this study are
described below.

First, the effect of the increased resistance lowers the current (See Figure
31). Second, the effect of the reduced donor concentration is to increase the
effective depletion layer width (See Figure 32). Hence, there is an expected
decrease in cutoff frequency. Indeed the cutoff frequency has been reduced to
22 GHz, which is approximately half of that for the unmodified structure. But
there was also a major qualitative alteration. For the high concentration
flat profile device, we observed the presence of a dipole layer (See Figure
28). For the structure in which the concentration was reduced, the dipole
layer was absent. For a direct comparison, see Figure 32b.

VI-2. The Influence of a Semi-Insulating Region on Device Performance

As discussed earlier, a variety of tools are required to redesign the PBT to
minimize parasitics. Aerodynamic considerations have suggested that the blunt
shape of the embedded base increases the resistance of the structure to
current flow. Insofar as shaping the embedded base is an unlikely scenario, a
design procedure was introduced to minimize the presence of blunt edges on
current flow. The procedure involved the placement of 'contoured barriers'
immediately upstream and downstream of the base. For these barriers to be
effective it is necessary that they extend a distance away from the base that
nominally exceeds the electrical depletion width of the base. The 'contoured
barriers' were conceived as as regions of semi-insulating gallium arsenide,
thereby eliminating the occurrance of unwanted surface states. The
realization of the contoured barriers is displayed in figure 33 for a
structure with an embedded base of 1000A.
Quarter-circle regions each of 1000A radius are placed immediately upstream
and downstream of the embedded base. As seen in figure (34) and in comparison
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to figure 18, there is a dramatic drop in the distribution of capacitance. In
figure (35) we display the channel density and potential contours. It is

* apparent that the channel dynamics are only marginally modified. However, the
protrusive sharp corner effect of the penetrating base is reduced, and as
indicated in figure (34) the cutoff frequency increased by 33% to 49.6GHz.
Improvements in device performance is not restricted to one design
configuration.

Earlier calculations showing the effects of base penetration on device
performance were repeated with the quarter-circle embedded region. The
results are displayed in figure (36) and show general broad improvement, over
the entire range of variable base penetration although the current level is
reduced (see Table 8).

The importance of designing the semi-insulating region to exceed the depletion
width associated with the tungsten Schottky barrier is illustrated in figure
(37) for a device with a donor concentration of 2 x 1017 and a base
penetration of 500A. Here, all device structural parameters are the same as
discussed above, but because of the increased carrier concentration, quarter
circle regions of radius equal to the base penetration do not exceed the
electrical depletion width. This is illustrated in figure (37). Rather, an
elliptical region of semi-insulating gallium arsenide is required, as shown in
figure (7). The latter result strongly suggests the broad result that means
of altering electronic flow patterns through static means may provide a
powerful design tool for improving device performance.

VII: CONCUSIONS

The PBT is a structure capable of achieving high frequency, high speed
operation. Because of its size, and the constraint imposed on current paths,
the PBT is highly sensitive to material variations. While at one end of the
scale this sensitivity to material variation might be regarded as deleterious,
at the other end of the scale dramatic performance improvements are possible,
as the introduction of the semi-insulating region attests to. Additionally,
the ultra-submicron features of the device permit the testing of scaling
concepts. As is apparent from the scaling discussion, direct scaling is
inadequate, primarily because the Schottky barrier does not scale. As a
result, full two-dimensional numerical simulations are necessary for analyzing
the usefulness of design changes.
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TABLE 1. Values of Constants in Equation (17) and (18)

IA0 CM2/Volt Density Dependent

a, cm/s 1.0 x 106

b, cm/s 6.0 x 106

C, cm/s 7.5 x 106

Fv, volts/cm 4000

,s~ 2.25 X 101
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TABLE 2a. Unscaled Device

Dimensions Reference Dimensionless
(microns) Values Par ame ters

L - 1.02 Dr - p&kT/q Sn - 16.3

LBE - 0.40 Xr - 1.00U Cn - 7.5

LB- .0 2  #r -1 0 O Re -5.2

LBC - 0.60 Nr _ 10 1
6/CM3

d - 0.10 tr - lO.Ops

h - 0.10

TABLE 2b. Potential in Dimensionless and Dimensional Units

-- 0.349, rE _ ,CE 1.

Potential in Volts

VE +0.35V VCE - l.OV

TABLE 2c. Transistor Parameters Per Half Cell

gm (mS/pu) - 0.02 go (inS) -2.0

CT (pf/pa) - 2.0 x 10'4 CT (pF) -0.02

fT(GHz) - 16.1 fT(GHz) -16.1

ID (mA/pa) - 0.15 ID (m)-15

IG (mA/pu) - 0.003 IG (M) -0.3
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TABLE 3a. Constant Field Scaling

Dimensions References Dimensionless
(microns) Values Parameters

L - 1.02/4 - 0.255 Dr - PrkT/q Sn - 16.3

LBE 0.100 Xr - 0.25pm Cn - 7.5

LB - 0.005 Or - 0.25V Re - 5.2/4 - 1.3

LBC - 0.150 Nr - 4 x 1016/cm3

d - 0.025 tr -2.ps

h - 0.025

TABLE 3b. Potential in Dimensionless Units

VE VCE

B " -2.44, *r- 0, ! - 1.0Or Or

*Potential in Volts

VBE - +0.128 VCE - 0.25V

TABLE 3c. Potential in Dimensionless Units (see figure 15)

B -349, V _ 0.0, VCE - 1.0Or Or

Potential in Volts

VBE - 0.649 VCE - 0.25
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TABLE 4a. Depletion Layer Scaling

Dimensions Reference Dimensionless
(microns) Values Parameters

L - 1.02 Dr - pgrkT/q Sn - 204.1

LBE - 0.40 Xr - l.Ojim Cn - 7.5

LB - 0.02 Or -l.OV Re - 5.2

LBC - 0.60 Nr - 1.25 x 1017/CM3

d - 0.10 tr - 10.OPs

h - 0.10

TABLE 4b. Potential in Dimensionless Units

- -0.349, rE _ -.,VE'1.0

Potential in Volts

VBE - +0.417V VCE - l.OV

TABLE 4c. Transistor Parameters Per Half Cell

Per Unmodeled Direction Per 100 Microns Base Width

gm (mS/Au) - 0.111 gm (ins) - 11.1

CT (pF/pm) - 4.75 x 10-4 CT (pF) - 4.75 x 10-2

fT (GHz) - 37.1 fT (GHz) - 37.1

ID (mA/pu) - 0.128 ID (mA) - 12.8

Ic (mA/pm) - 0.0036 IC (mA) - 0.36
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TABLE 5a. Depletion Layer and Constant Field Scaling

Dimensions Reference Dimensionless
(microns) Values Parameters

L - 0.5 Dr - ArkT/q Sn - 163

LBE - 0.02 Xr - 0.5pm Cn - 7.5

LB - 0.01 'r - 0.SV Re - 5.2

LBC - 0.30 Nr - 2 x 1017/cms

d - 0.05 tr - 5.0ps

h - 0.05

TABLE 5b. Potential in Dimensionless Units

VE VCE
-- 1.15, z - 0, -- 1.0

B 'r t

Potential in Volts

VBE - 0.20 VCE - 0.50

TABLE 5c. Potential in Dimensionless Units

VE VCE
-0.349, r 0.0, Vr 1.0

B ~r

Potential in Volts

VBE - +0.60V VCE - 0.5V
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TABLE 6. Effect of Base Penetration on Collector Current (No I Region)

Current, mA/pm

Base Without I Region
Penetration Drain Base

0 0.1417 3.5 x 10-3

250 0.1282 4.3 x 10-3

500 0.1284 4.6 x 10-3

1000 0.1289 5.5 x 10- 3

1500 0.1297 6.5 x 10-3

TABLE 7. Device Parameters Used to Obtain Figure 23
(In these calculations, dimensionless parameters are obtained from equation 12b)

L (pm) - 1.02 Dr - ArkT/q Sn - 81.6

LBE (pm) - 0.40 Xr - 1.0pm Cn - 7.5

LB (pm) - 0.02 Or - 1.Ov Re - 5.2

LBC (pm) - 0.60 Nr - 5 x 1016/cm3

d (pm) - 0.05 tr - lO.Ops

h (pm) - 0.10

TABLE 8. Effect of Base Penetration Channel Opening 1000A With I Region

Current, mA/pm

Base With I Region
Penetration Drain Base

0

250 0.1184 3.5 x 10-3

500 0.1175 3.6 x 10-3

1000 0.1192 4.1 x 10-3

1500 0.1203 4.7 x 10-3
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Fig. 8 Fluid streamlines in a channel with
an obstruction. Embedded base is an
obstruction as well As a Schottky Contact.
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Fig. 35 -Electron density and potential contours: Comparison

of cases (a) without and (b) wIth semi- insulIat ing p.1n
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C. MICROWAVE PROPERTIES

The calculations discussed in Section B for the drift and diffusion equations,
as well as the calculations using the moments of the Boltzmann transport
equation included calculations of the cutoff frequencies as obtained from the

dc ratio.

fT 2ICT (1)

These type of calculations while providing a figure of merit for the device
are of limited value when high frequency performance characterization is
required. Of interest, particularly for microwave and millimenter wave
application are such quantities as fmax, the frequency at which the maximum
available gain is unity. To obtain high frequency characteristics for the PBT
transient calculations were performed. These calculations to obtain the high
frequency characteristics were typical switching-type calculations, with the
constraint that either the base or collector contact was held at a fixed
value. For the common emitter configuration, "Y" parameter calculations were
performed. The "Y" parameter evaluation required two transient accurate
calculations. In one calculation, the base potential was fixed and the
collector potential was perturbed by a prespecified value. In the second
calculation, the collector potential was fixed and the base potential was
perturbed by a prespecified value. The resulting current transients are then
accurately calculated. After the calculations are completed the voltage
perturbations and respective current transients are approximated by a Fourier
series. The Fourier expansion coefficients are then used in calculating the
admittance parameters, as discussed below.

The microwave calculations were performed for the 5x1016 /cm 3 PBT with the
ratio of base penetration to channel opening of 1:2 (see Section A-V). The
calculations were performed at the quiescent point of VCE - 1.0 volts and
VBE - 0.4 volts, where the current level was 0.45A/cm. A small step change
in potential equal to 0.1 volts was imposed first on the collector and then a
change of 0.05 volts was imposed on the base contact. The resulting change in
emitter, base and collector currents were then computed subject to the
constraint

61E(t) - 6Ic(t) + 6 1G(t) (2)

The base and collector current, and the collector potential are then Fourier
analyzed. From the Fourier coefficients, the following ratios, for a fixed
base potential are identified as the admittance parameters:

Y1 2 (W) - 6IB())/6*C(w) (3)

Y 2 2 (W) - 6IC(W)/16*C() (4)

A similar exercise is performed for a perturbation on the base contact, with
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the identification of two additional admittance parameters.

Y 11 (w) -
51 B(W)/'B(w) (5)

Y2 1 (w) - SIC(w)/'B() (6)

The "Y" or admittance parameters are dependent on the space charge and
potential profiles and are thus bias dependent. It is noted that an
assumption usually made is that about a given bias point, the small signal
currents add in a linear way, permitting an equivalent circuit representation
for the PBT. A simplified circuit is shown in figure 1. The relationship of
the admittance parameters to those of equations 3 through 6 is discussed
below. To begin we point out that the following breakdown is usually made:

6B - (Y11 + Y 1 2 ) 6TB - Y1 2 (6*B - 6TC) (7)

61C -(Y21 Y 12 ) 
65B + Y12 (M1B - 64C) Y22 + Y 12) 

6*C (8)

The term Y11 + Y 1 2 is identified as the emitter base admittance
parameter, while -Y1 2 is referred to as the base-collector admittance. The
advantage of this type of representation is that a heurisitic experimental
connection can be made to the circuit elements.

The frequency dependent Y parameters (equations (3) and (6)) are displayed in
figures 2 through 5 as conductance and capacitance. In figure 2

G12 Re Y12 (9a)

WC 12  Im Y12 (9b)

in figure 3

C22 m Re Y22 (10a)

WC 22 - Im Y 22  (10b)

in figure 4

G1 I Re Yl (lla)

-C11 Im Y 1 1  (llb)

in figure 5

C21 - Re Y2 1  (12a)

WC 2 1 - Im Y 2 1  (12b)
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The admittance parameters in figures 2 through 5 are expressed in multiples of

eNr XrVr
r Go(13)

and are plotted as function of the Fournier index n. Thus figure 2a is a plot
of ReY1 2/Go. Figure 2b is a plot of

ImY 12/Go - WC 12/WoC o  (14)

where

eNrXr
2

Co - *r (15a)

Vr

Wo = Xr (15b)

where Nr - 5 x 1016 /cm 3 , Xr = 1.0pm, Vr _ 1.0 x 107cm/sec and
*r - 1.0 volt. Thus, Go = 80S/mm, CO - 8.OpF/mm, and w0 - 101 1/sec.
We note, w - 2rnf, where f is expressed as a multiple of 1011/sec. Here
f = wo/l0.

In examining these results we refer to the zeroth order equivalent circuit
(within the bracket) of figure 1. For the zeroth order circuit

Y120 = jwC 12 - jwCBc (16)

Y220 - G22 - jOC2 2 ' GCE - ju)CBc (17)

For earlier calculation within HEMT and FET structures, to within 10% and for
frequencies below 200GHz, Y 1 2 

= 
- Y2 2 Gil 

= 0, G2 2 = 0. This is not the
case with the PBT. Also, for the zeroth order equivalent circuit associated
with the gate perturbation, Y1 1 is separated into

Yli0= -jwCBE - jwCBC (18)

Y210 - Gm + jwCBC  (19)

For the zeroth order element, the imaginary part of Y21 is the same as that
of Y,2 and Y 2. The computed results indicate otherwise. In particular,

2 J1Y, 2j Thus the zeroth order circuit is inadequate.

The cutoff frequency was computed from several parameters. From the dc
parameters fT - 43GHz. The cutoff frequency was also obtained from the Y
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parameters using

w Re Y2, (20)

2irIIm(Y 1 1 + Y 12 )I

and evaluated in the dc limit where fT - 50.2GHz.

The microwave performance of the structure was also evaluated using several
other expressions. The current gain was computed from the magnitude of Ai,
where

Y21 YI
Ai - (21)Ai - YII(Y21 + Y) - Y12Y2(

and Y, is the load admittance. Ai is dependent upon the load admittance,
and an extrema occurs at

aAi
- 0 (22)

ay1

requiring

(Y11 - Y 12 )Y2 1 - 0 (23)

While the above condition is generally not satisfied, it yields

Y21

Aimax Y11  (24)

and is independent of load. The magnitude of the current gain is plotted in
figure 6. The cutoff frequency occurs when the log of the maximum current
gain is zero, and is near 50 GHz. We note: this value is somehwat higher than
that obtained using equation 20.

The current gain is sensitive to loading, and for purely resistive load
becomes negligibly small as Y, approaches zero. This is displayed in
figures 7 through 9.

The power gain was computed from

2(25)

[Y1 1 (Y2 2 +Yl) - Y12Y21][Y2+Y1(
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The condition where C is at an extreme occurs when

ak aG -0 (26)
ay

This is load-dependent and occurs when

2
Y, = Y22[Y1,Y22 - Y,2Y2,]/Y1, (27)

A plot of G at its extreme is displayed in figure 10. The power gain is zero
near 50 GHz. The dependence on load (real) is displayed in figures 11 through
13. At both low and high values of Y1 , the power gain is reduced, and the
frequency at which the power gain is zero is reduced.

The more common evaluation of the microwave performance of a device is through
the maximum available power gain, MAG,

MAG - _J_21lx [k - Jk2-1 ] (28)IY211

where

2Re Y11 Re Y 2 2 - Re(Y,1 Y 2 )
k = 12 Y211 (29)

and occurs when the input and output ports of a two-port network are
simultaneously matched to their conjugate admittances. Note that k is the
stability factor. k must be > unity for stability.

If k <1 then lossy admittances can be placed at the ports to make the network
stable. The maximum power gain then tends toward the maximum stable power gain

IY211
MSG IY121 (30)

MAG, K and MSG are plotted in figures 14 through 16. We note that there is
approximately 12.5 dB of MSG at 20 GHz, 7.7 dB at 60 GHz and 5.3 at 100 0Hz.
The system is stable at 110 GHz and yields 4.1 db of MAG. We note that
fmax, the frequency at which l0log MAG - 0, is approximately 200 GHz.

The detailed "Y" parameter calculations were performed at only one pair of
bias points, but show the possibilities of satisfactory gain at high
frequency. Additional calculations under Phase III, show a bias dependence of
gain.
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D. BREAKDOWN CHARACTERISTICS OF THE PBT

Because of the unusual structure of the PBT, and the extended depletion layer
properties of the base contact, the breakdown characteristics of the PBT
represent a major uncertainty in its evaluation. Also, the breakdown
characteristics of the PBT relative to coplanar configured GaAs FET are also
unknown. The first published study of the high bias characteristics of the
PBT was performed by Alley fl] whose calculations were for 4xl0 1 /cM s and
showed generation in excess of 18 volts. These calculations were
significantly deficient in one key area, they did not include hole transport.
Rather, the calculations were carried to the point where it was clear that the
electrons were multiplying. In the Phase II study both electron and hole
transport were included in the breakdown investigation. But here too there
are limitations in the approach. The most serious limitations in the
breakdown study is that generation occurs at a prespecified value of electric
field, rather than energy. Additionally, avalanche coefficients are not
obtainad from fundamental principles, and must be treated cautiously. Of
importance then are the breakdown characteristics of the PBT relative to
another device. In an ONR-sponsored study, the breakdown characteristics of a
coplanar GaAs FET with a 3 micron source-to-drain separation was studied. The
remarkable result is that breakdown for the FIT occurred at lower voltages
than breakdown for the PBT. This will be discussed below.

The breakdown characteristics of the PBT were examined through incorporation
of holms into the calculation. The PBT equations were generalized as follows:

8N 1 V.Jn + G - R (1)
at 

(

P -!Vp + G - R (2)
at e

Jn -e[Nn V() + DnVNJ (3)

Jp - -e[Pop V() + DpVPJ (4)

with Poisson's equation becoming

VV- -p - e(N-P-C) (5)

where

C(xz) - ND - NA (6)
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Avalanche generation is through

Gi - (an1J'n + OVI'pI) (7)

where Jk incorporates only the drift component of particle current (not
diffusion). Thus, generation is proportional to the numbers of electrons and
holes within the structure. The coefficient ak, in equation 7 is given by

ak-Ak exp - b ) (8)
IFI

with values: An - 1.899x10s , Ap - 2.215xl05, bn - 5.75xlOv/cm,
bp - 6.57x105 v/cm, mn - 1.82, rmp - 1.75.

The carrier velocity for electrons is as discussed earlier. For holes, the
mobility is field dependent and equal to

p (9)

Here pt - 200, - 2, and Vsat - lxlO? cm/sec. Hole diffusivity is
given by the Einstein relations

kTD - L- (10)

Recombination is included in this calculation, and is given by

NP - Ni2

R - + r(N+P)(NP-Ni2) (11)
rp(N+Ni) + rn(P+Ni)

where Tp - rn - l.Ons, Ni - 1.79x10O/cm3 , and r - 2x10l 1 cmn/sec.
The second item represents Auger recombination.

The structure for which the breakdown study was performed is that discussed in
Section B-V. The current voltage characteristics for this structure at a base
potential of 0.4 volts is shown in Figure 7. It is seen that the effects of
avalanche generation are initiated at 15 volts, but that breakdown is not
apparent until 17 volts.
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In earlier sections, particularly Section B, contours of the potential
distribution shoved fairly recognizable one-dimensional potential
distributions, both upstream and downstream of the base contact. Very similar
features occur at high bias levels. Now in both the PBT and the FET, high
fields occur both upstream and downstream of the base and drain contacts, and
these fields are high enough to cause avalanching. However, at a given value
of bias the fields at the base contact corners of the PBT are lower than those
at the gate contact of the FET.

The distribution of potential and charge along the central line of symmetry is
shown in Figure 2. First we note the hole distribution, and point out that
the holes drift in the direction of decreasing potential. Thus they drift
toward the emitter contact, and tend to pile up both upstream and downstream
of the base contact. We note that the largest concentration of holes occurs
upstream from the base contact. These holes (as well as electrons) are
generated at the sides upstream and downstream from the base contact, travel
laterally around the base where the fields are reduced below the contact
corner fields. Holes are also generated in the channel opening. The increase
in electron density along the line of symmetry is a consequence both of
avalanching and current continuity. Downstream from the base contact there is
precipitous drop in excess holes. This is not to be construed as a reduction
in hole generation. Rather, the holes generated near the base corners are
swept around to the emitter contact. Similar arguments apply to the generated
electrons. Qualitatively similar behavior is seen at higher bias levels.

Breakdown calculations under an ONR study were performed for the FET shown in
Figure 3, with the indicated dimensions. The current voltage relation for
this structure is shown in Figure 4. The lower breakdown voltage is apparent

* and supports the idea that the PBT breakdown characteristics, while obtained
at only one base voltage, show very promising expectations vis-a-vis coplanar
FETs.
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E. PBT SIMUlATIONS USING THE MOMENTS
OF THE BOLTZMANN TRANSPORT EQUATION

Under the Phase I effort of the present study it was demonstrated that
numerical solutions to the first three moments of the Boltzmann transport
equation, for two level transfer, could be obtained (1]. However, due to
problems with convergence in the region of-the tip of the base contact, it was
necessary to utilize a very small time step in the pseudo time marching
algorithm of the solution to steady state. As a result, a large number of
time steps had to be taken to reach a steady state. This made solutions
computationally intensive and, as a consequence excessively expensive.
Additionally, since the time steps were so small, the solution changed very
little over each time step, thereby making it extremely difficult to judge
true convergence.

As a result of these combined problems of slow convergence and excessive
costs,. it was proposed that under the Phase II Contract an attempt would be
made to speed the convergence rate of MBTE code. Since the convergence
problems seemed to be isolated to the region of the tip of the base contact,
i.e., re-entrant corner points, one proposed solution to the problem was to
introduce a boundary fitted, nonorthogonal coordinate system. In such a
coordinate system the plane of symmetry which passes through the base and the
surface of the base contact are treated as a single coordinate line. The
sharp corners at the tip of the base contact are replaced by a smooth, but
very small radius continuous curve. Since the sharp corners of the base
contact would be removed, and since the convergence problems exhibited under
the Phase I effort were a result of the corners, it was argued that
convergence could improve. However, after careful consideration this approach
was abandoned for several reasons. First, an accurate representation of the
base contact could not be obtained if the radius of curvature of the
coordinate line representing the boundary surface was to remain within
acceptable computational limits. Second, the skewing of the coordinate lines
could introduce more severe problems than those which were present
originally. Third, and perhaps most significant, the additional number of
grid points required to resolve the shape curvature in the region of the base
tip and resulting increased computational effort per iteration would likely
offset any increase in convergence rate thus obtained.

An alternate approach to speeding the convergence of the MBTE solutions is to
spatially scale the time step; i.e., the time step varies at each grid point
in the solution domain in such a manner that a nearly optimum time step
(measured against convergence rate) is used everywhere. Such a procedure has
been routinely used in obtaining solution to the Navier-Stokes equations by
researchers at SRA [B] and the procedure has been successfully applied to FET
calculation performed using the MBTE by the present authors as well. However,
this procedure is based on the mathematical characteristics of the governing
equations and, while applicable to the PBT problem, its implementation did not
improve the convergence rate of the PBT solutions.

This indicated that the convergence problems experienced under the Phase I
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effort were directly related to the PBT structure and, in particular, the

protruding base contact. It should be noted that similar problems were not

encountered with the drift and diffusion PBT simulations reported here, thus

the problem was thought to lie in the interaction of the discretization
technique and/or boundary conditions applied to the MBTE and the re-entrant

corner points on the base contact. As will be discussed subsequently, the

convergence problems in the corner region of the base contact were eliminated

through a reformulation of the difference approximations and a treatment of

boundary conditions that was consistent with this reformulation.

THE GOVERNING EQUATIONS

The governing utilized in this study are the first three moments of the
Boltzmann transport equation. These equations are derived for two different

species of carriers, in this case, satellite valley and central valley
carriers in gallium arsenide with the parameter established in Table 1. The

governing equations are obtained by taking the collisional invarient moments

[3] of. the Boltzmann transport equation, via., the moments with respect to the
mass, momentum and energy of the two carriers. This yields a set of governing
equations which are similar in form to the equations utilized for two-phase
fluid dynamic flow. The governing equations reflect the conservation laws of
mass, momentum and energy for the two carriers and are often referred to as
the moments of the Boltzmann transport equation (MBTE).

Using vector notation, the two particle conservation equations can be
expressed as

n- -V(nVl) -nlf 1+ n2f2  (1)

at

and

-n2 _- -V(n 2V2) + nlf, -n2f2  (2)

at

where n1 and n2 are the satellite valley and central valley carrier
number densities respectively while V1 V2 are the corresponding
velocities. f, and f2 are the corresponding scattering integrals for
particle conservation and in general are functions of the corresponding
carrier temperature and momenta [3]. For the purposes of this study, the
dependence of all scattering integals on momenta is neglected. Defining a
total or global number density, n, by

n w n, + n2  (3)

and adding equation (1) to equation (2) yields the equivalent relationship,

i.e., the global continuity equation

an
- - -Vo{nV 1+(n-n,)V 2] (4)
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Conservation of momentum for the satellite valley carrier can be expressed as

a
-t-(n, P) - -Y(nVP) -V71-Veo, -nmeF -n1P f 3  (5)

where the momentum, P., and the electric field, F, are defined by

PI" *1 V1  (6)

F - -V# (7)

where a1 is the mass of the satellite valley carrier, e is the electronic
charge and # is the electric potential. The partial pressure, 6, (7),
is related to the satellite valley carrier temperature, T1 , and number
density by the perfect gas relationship

e - nlk1 T1  (8)

where k is Boltzmann's constant. f8 is the scattering integral for the
satellite valley carrier momentum. The term V:r, represents the stress
forces. In this study, the stress tensor, ol, is approximated by the
Stokes relationship

0- -01vv1 + 2v - Vv](9

where 1 is the viscosity associated with the satellite valley carriers,
and V1  is the transpose of the velocity vector. Substitution of
equation (6) and equation (7) into equation (5) and dividing by a, yields-
the final form of the momentum equation for the satellite valley carriers:

a (nV,) - -Vo(n 1V1V,) - - - - + -- eV -nVf, (10)
at 1  1  1

It is observed that equation (10) is a vector equation and hence can in
general be considered as I independent equations where I is the number of
relevant physical dimensions.

An analogous derivation for the central valley carriers plus the identity of
equation (3) yields the momentum equation for the species F valley species:

---(n-n)V 2) - v. [(n-n)V 2V2  +(n-n)---V -(n-n 1 )V2f4  (11)

at (nnOV OVV2 2- -r- M 2)-jV
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where

0 2 - (n-n,)kT2  (12)

and

-2 02(V2 + V2 -iV*V 2 ) (13)

S2 is the mass of a central valley carrier and p2 is the correspond-
ing viscosity coefficient. f4 is the scattering integral for central
valley carrier temperature, T 2 only.

There are various forms in which the satellite valley and central valley
carrier energy equations can be described. This study chooses to cast the
energy equations in term of the satellite and central valley temperatures,
T1 and T 2 . As with the momentum equation, we start with the satellite
valley carrier energy equation. This equation can be expressed as a balance
between the time rate of change of the total energy (intregal plus kinetic
energy), the convection of that energy, the pressure, stress and electric
field work, the heat conduction and the production and depletion of energy due
to the transfer of satellite valley carriers to the central valley carriers
and vice versa. Mathematically, the above physical statement can be expressed
as

a ( 1 1 + u ) - -V 1- - -V(IV1 ) -V (jeV ) + n~eV#*V1

+V.(~)~ . . +-k[niTif, -(n-n)T 2 f.] (14)

where U, is the specific internal energy of the satellite valley carriers,
x, is the corresponding thermal conductivity and fS and f. are the
scattering integrals for the satellite valley energy equation (which are again
assumed to be functions of temperature only). To obtain the static tempera-
ture version of equation (14) requires the elimination of the kinetic terms
VI.V 1 /2 of equation (14) through the use of the mechanical energy
equation. The mechanical energy equation is obtained by dotting the satellite
valley carrier velocity, V1 , with the satellite valley carrier momentum

equation, applying the vector identities

V1OV(niVIVI) - Vol ni-Vi I+ -Vo*1V(nV 1 ) (15)
1! 2J JV~ 2

a 8 1 I V,.V, an,V1 .- (nV 1 ) a -n 1  + - (16)
at Ot1 2 J 2 at
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and the satellite valley particle conservation equation, equation (1). This
yields upon multiplying by m,

a T mln,-T-V - -V. (mn 1-'--)V1  -V1 .Vpl - Vle(Veol) + n~eV1.VO

+ Tlfl 1.nj( 2fs-fj) - (n-n,)f2  (17)

Equation (17) is next subtracted from equation (14) and with the use of the

vector identities

V,(oV 1 ) - VI,(Voo1 ) + o1:Wl (18)

and
V(QVj) - vIew1 + 61OV (19)

the internal energy version of the energy is obtained:

a

it-(nu,) - V*(nVjuj) - &,V*Vl - al:VV1 + V(IVT1)

+ 11V U(,2f-l - (-,f)- -4-~,~&- *vn-n..... (20)
2 -- '~' 2 1 5

It is to be noted that the electric field term has disappeared in this form of
the equation; in addition, the term as:VV is often called the
dissipation term. Finally, to obtain the static temperature version of the
satellite valley carrier energy equation, the relationship between internal
energy and static temperature

u, - --kTj (21)

and the equation of state, equation (8) must be utilized. This yields upon
multiplying by 2/3k the static temperature energy equation.

a 2 23__2-. VT(n T) - -V,(nVT,) - 2 TVeV- 2 :W + 2
at 133k AVMVI

+ 3ViVim,(n(2fs-fl)- (n-nl)f2J - n1 Tsf, - (n-n1 )T2 f, (22)
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In an analogous manner the energy equation can be derived for the central
valley carrier. The results are

2 ann) 2 + 2 2T2
-- (,n-n,)Tj- V* (n-ns)v T J - -i-n-n, )TeV, - 3 : 2 + (M2

+ 3Vu.V2m[(n-n,)(2f,-f2 ) + nifJ + nTf, - (n-n,)T2 f, (23)

where f2 and f. are the scattering integrals for the central valley
energy equation and X2 is the thermal conductivity.

The partial differential equations, equations (1), (4), (10), (11), (22) and
(23) with equations of state, equations (8) and (12), and the constitutive
relations for the stress tensors, equations (9) and (13), constitute the
governing equations utilized in this study. Equations (8), (9), (12) and (13)
can be substituted into the six partial differential equations, thus relating
the dependent variables utilized in this study, viz. n1 , n, V,, V2 , T1 , T2.
In addition, a governing equation must be supplied for the electric potential
# as the term occurs in both moment equations.

The electric potential is related to the total number density through a
Poisson' s equation

V20 - - -(n-No) (24)

* where N. is the doping number density (given), e is the permitivity and
a the electron charge. It is to be noted that the particle conservation
equations, the momenta equations and the energy equations all have time (rate)
terms while the Poisson's equation for electric potential has no such term.
In addition, if we restrict ourselves to two dimensional problems, it is seen
that the governing partial differential equations, equation (1), (4), (10),
(11), (22), (23) and (24) relate nine independent variables for nine equations
(the momentum equations are vector equations and in two dimension are each two
separate, independent equations). This governing system of equations is
coupled and many of the terms are nonlinear. As a result, no general closed
form solution is know. Thus, numerical solution techniques mast be
implemented to obtain solutions under arbitrary conditions.
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THE NUMERICAL SOLUTION TECHNIQUE

* The numerical method used in the solution of the governing equations, which
were derived in the previous section, is based on an application of
consistently split, linearized, block implicit (LBI) methods as developed by
Briley and McDonald [4,5]. LBI methods have been highly successful in the
field of computational fluid dynamics (CFD) where they have been applied in
obtaining solutions to a closely related system of governing equations, the
Navier-Stokes equations, (c.f. Ref. 4). Thus, application of such methods to
solutions of the moments of the Boltzmann transport equation can draw on a
vast amount of related experience generated using LBI techniques.

LBI techniques center about the use of a formal linearization procedure in
which systems of coupled nonlinear PDE's in one space dimension are reduced to
a system of linear equations, which upon application of spatial differencing,
may be expressed as a block coupled matrix system. The resulting system may
then be solved efficiently, without iteration, to advance the solution in
time. -Steady solutions are obtained as the long-term asympotic solution. The
benefits of the procedure are retained for multidimensional problems through
application of ADI schemes in their natural extension to block coupled
systems. The ADI procedures reduce the multidimensional system of equations,
having broad-banded matrix structures to systems of one-dimensional equations
with narrow block-banded structures which are solved efficiently using
fundamental block-elimination methods.

Bri.ey and McDonald [41 considered the coupled system of nonlinear, time-
dependent, multidimensional equations given by

a8H( )
- - D(#) + S(O) (25)
at

In equation (25), # represent the vector of dependent variables * -
(n,nl. V1 . B2' T 1, T2 1 #)T. H(#) and S(#) are nonlinear
functions of #, and D(#) is a general, nonlinear, multidimensional,
partial differential operator. Equation (25) is first time differenced about
tn + pat

H+ I- Hn
- #(D n + 1 + Sn + l) + (1-#)(Dn + Sn ) (26)

At

where At - tn + ' - tn. The parameter p - 1 for a fully implicit
scheme or 0 - 0.5 for the Crank-Nicolson formulation. The implicit level
nonlinear operators H,D and S are then formally linearized using a Taylor
series expansion about the explicit time level. For example

Hn+' - Hn + f (aH + - n) + O(At2 ) (27)

Equation (26) may then be expressed at each grid point in the solution domain
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as a matrix equation of the form

(A - OAtLn)(On 41 - on) - At(Dn + Sn )  (28)
S where

[OH V' n s
A - -n patt I (29)

and [ D
Ln  - (30)

As a result, the nonlinear, coupled system of PDE's given by equation (25) has
been reduced to a block coupled, linear system of temporal difference
equations, equation (28), which upon spatial differencing, need only be solved
once per time step to obtain a solution. Additionally, since the
linearization error is at worst of the same order as the temporal
discretization error, the linearization is not expected to introduce
significant inaccuracies.

Application of equation (28) to second order PDE's in one space dimension,
using standard three-point spatial difference approximations requires the
solution of one block tridiagonal system per time step. Such a system can be
solved efficiently using standard block tridiagonal elimination procedures.
However, application of the LBI algorithm given by equations (28) through (30)
to multidimensional problems results in the loss of this narrow, block banded
matrix structure. The discretization of the multidimensional spatial operator
results in a broad-banded matrix structure, which, if solved by direct or
iterative methods, can be extremely inefficient. Such observations led Briley
and McDonald [4,5] to develop consistently split LBI algorithms for
multidimensional problems. The splitting is accomplished by dividing the
multidimensional spatial operator, L, into one dimensional operators
associated with each coordinate direction.

L - L I + L 2 + L3 (31)

Equation (28) is then split following the scalar ADI development of Douglas
and Gunn [6].

(A - phtLn)( n) At(Dn + Sn ) (32a)

(A - PAtLn)(& - on) - A(* - #fn) (32b)

(A - 0AtLn)(#t* - n) - A(O** - on) (32c)

Here A4*, A**, ***, are intermediate solutions of equations
(32a) through (32c). Again, if three-point operators are used to approximate
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the spatial operators, Li, each of equations (32a) through (32c) will be
block-tridiagonal and can be efficiently solved. The block size and band

* width are independent of the number of grid points, hence the computational
effort required to solve the sequence varies linearly with the total number of
grid points regardless of the number of space dimensions considered. For two
dimensional problems, 3quation (32c) is omitted. Elimination of the
intermediate steps in equations (32a) through (32c) yields

(A - ptLI)A1I(A - PAtL2)A'1(A - pftL3)(On+1 - n) _ ( + Sn) (33)

thus
-. 1+1 - 0*** + O(At*)2 (34)

The development given above presents a brief outline of the LBI method used in
the present investigation. A more detailed development, as well as in-
depth discussion of LBI methods, the linearization procedure and related
topics may be found in the article by Briley and McDonald [4).

Application of LI procedures to equations (1), (4), (10), (11), (22), (23)
and (24), in two space dimensions give rise to an A matrix of the form

X 00 00 0 0010XO X 0 0 0 0 0O01

Ox00x0000

OXXOOOOO OIO

OXOXO O000O

A - XXOOXOOO[O (35)
XXOOOXO 0I0

OXOOOOXO[O

0000000010

This matrix, due to the absence of a time derivative in Poisson's equation, is
singular, thus equation (28) cannot be split following equation (32).
However, the partitioning of the A matrix indicated by the dotted lines in
equation (35) suggests that if the L matrix (the linearized D-operator) could
be similarly partitioned, Poisson's equation could be decoupled from the rest
of the system. The remaining coupled equations could then be solved by a
direct application of the LI method outlined, followed by the solution of
Poisson's equation, completing a time step. To accomplish the decoupling of
Poisson's equation, it is only necessary to lag the electric field terms (the
potential gradient) which appear in the momentum equations. While this
formally reduces the accuracy of the temporal integration to 0(At), it does
not adversely effect the stability of the solution algorithm. A similar
procedure has been employed by Kreskovsky and Grubin [7] in solving the
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semiconductor drift and diffusion equations. Solution of Poisson's equation
is performed using a scalar ADI procedure with cycled acceleration parameters. (4,6]. The overall solution algorithm proceeds as follows:

1. Initial and boundary conditions are specified for all variables
throughout the computational domain.

2. The continuity, momentum and energy equation are solved using an LBI
scheme to advance the carrier densities, velocities and temperatures
form time tu to time tn+at.

3. Poisson's equation is solved using the carrier densities at time
tn+At to obtain the advanced time potential distribution.

4. Steps 2 and 3 are repeated until a steady solution is reached or until
the calculation is terminated.

SPATIAL DIFFERENCE APPROXIMATIONS

In the original MBTE code, as used under the Phase I program, the spatial
difference approximations were obtained by a straight forward application of
three point central difference approximations to the conservative form of the
governing equations. Numerical or artificial diffusion was then introduced as
required to stabilize the scheme in regions of extremely steep gradients which
are under-resolved. Such a procedure has been routinely and successfully
applied to the Navier-Stokes equations, and also worked well when applied to
the MBTE simulation of FET's.

To examine why such a procedure did not work well for the PBT, consider the
one dimensional, scalar equation

4 + -- - 0 (36)
at ax

On an equally spaced mesh, the central difference approximation used for the
spatial derivative is given as

0i+1 - 0i-1 a4 AX2 a37
-- + + .. (37)

2AX ax 6 aX3

On an unequally spaced mesh, the approximation is generalized to

-4i+1 - (WX - AX+)0i - AX+0i. I  ao (AX.* - AyX_) a24
m--.

2AX+AX_ aX 4 aX2

+ (A+2 + AX2_) a34 +- (38)

12 OX2

where AX+ - Xi+i - Xi, and AX - Xi -Xi. 1 . However, if the
difference approximations to the spatial derivative is obtained from a
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control volume approach, then a strictly conservative approximation is given by

2(#1+/2- #i- /) . (39)
(l. + AX_) BX

If is-+1/2 Is computed from simple averages of #I and i~i, then
this approximation reduces to

*i+i - #i-i a 40a*- (40)
(&+ + AX-) aX

It is easily shown that the accuracy of this approximation is given by

0+1 - 0-i a4 (AX. - A]L) a20 (AX.. + U!) a3(-++ +-.. (41)
(AX+ + AX_) ax 2 ax 6(+ + AIL) aX3

Several observations relative to equations (37), (38) and (41) are in order.
First, equations (38) and (41) have the same order truncation error. Second,
equations (38) and (41) reduced to equation (37) on an equally spaced mesh,
indicating that equation (37) is a strictly conservative approximation in

* itself. Third, the generalization of equation (37) to equation (38) does not
retain this strictly conservative property. As a result, when applied to the
continuity equations, for example, local sources and sinks may be erroneously
introduced in regions of unequal mesh spacing. This explains, in part, the
poor convergence behavior observed under the Phase I effort. Approximations
consistent with those given by equation (41) were implemented under the Phase
II program.

The implementation of difference approximations consistent with equation (41)
also requires a consistent treatment of boundary conditions at the contacts,
as well as on free surfaces. The control volume boundaries lie halfway
between the grid points. Thus, if the device surfaces are taken to be
coincident with the mesh lines, special approximation must be developed at the
boundaries to account for half cells. Alternately, the device surface can be
taken to be coincident with the control volume boundaries and the boundary
conditions specified in such a manner to assure that appropriate fluxes at the
boundaries are specified. For example, a zero flux condition at i-z/2
requires that h-1/2 - 0.0. Since *i-1/2 is computed using an average of
#i and 0i-1 the imposed boundary conditions require that #i-,

This approach to boundary conditions was used in the present simulations along
with the difference technique outlined previously. As a result, the
convergence problems experienced under the Phase I effort were eliminated.
While the cost of the KBTE simulations are significantly higher that those
using the drift and diffusion equation, considerably more insight into PBT
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operation is obtained from such simulations. Presently, MBTE .simulations of
the PBT using the procedure described above require an effort of the same
order as that of MBTE simulations of simpler FETs with a similar mesh.

COMPUTATIONAL RESULTS USING THE MOMENTS OF THE BOLTZMANN TRANSPORT EQUATION

The moments of the Boltzmann transport equation were implemented for GaAs with
two level transfer, with parameters listed in Table 1. For undoped GaAs, and
uniform fields, the resulting field dependent velocity, carrier density in the
gamma and L valleys, mean velocity in the gamma and L valleys, and electron
temperature in the gamma and L valleys are shown in figure 1. In the
calculation ionized impurity scattering was introduced. This yielded a low
field mobility of approximately 4500cm2/V-s, and a peak velocity of
1.88x10 7cm/sec. The results of the calculation were presented at several
conferences. Copies of these papers are included in the appendices, and are
briefly discussed below.

The nonequilibrium calculations were performed for the structure shown in
figure 2. It is the structure for which most of the detailed calculations with
the drift and diffusion equations were performed.

The most significant result for the nonequilibrium calculation is the current-
voltage curves. These are displayed in figure 3, which also includes, for
comparison calculations using the drift and diffusion equations. The
calculation using the moments of the Boltzmann transport equation are denoted
by the closed circles. We point out that the a constraint of zero current on
the base contact was imposed. This constraint was not imposed on the drift and
diffusion equation calculations. Further, the results for the MBTE were
extrapolated to the origin, as indicated by the long broken lines.

The results of figure 3 show the presence of current levels that are
approximately three to four times greater than that associated with he drift
and diffusion equation calculations. This as may be anticipated would arise
from nonequilibrium velocity overshoot. In addition, for the high current
levels, the presence of negative forward conductance is also observed. This
negative forward conductance arises solely from electron transfer, and is not
thermal in origin. It is important to note that such structure is not
predicted in the drift and diffusion equation calculations which includes
electron transfer, but only for uniform field values. It is important to note
that negative forward conductance is observed experimentally.

The details of the calculation reveal some very interesting features of the
device physics arising from the MBTE calculations. These features are
discussed through comparison with the drift and diffusion equation solutions.
To begin, figure 4 displays the potential distribution along the line of
symmetry indicated in bold in the inset. For a one volt potential difference
between the emitter and collector, the field changes more gradually in the
MBTE calculation than in the DDE calculation. For example in the DDE
calculation the one volt potential difference falls across 2000A for an
average field of approximately 50kv/cm. The average field in the MBTE
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calculation is low, and approximately 20kv/cm.

The distribution in charge arising from these field differences is shown in
figure 5. For the DDE calculation we note the appearance of a dipole layer,
with charge accumulation beginning very near the upstream base region. In the
MBTE calculation there is charge depletion, where there is charge accumulation
from the DDE calculation. There is additional structure in the MBTE
calculation showing a small amount of charge accumulation followed by a local
region of charge depletion. The details of the structural differences are
important, for we note that along the line of symmetry the gradient of
potential normal to the line of symmetry is zero.

The details of the potential and charge distribution indicate the following:
Initially for both the DDE and the MBTE the potential is undergoing an
increase at a rate that is approximately linear. The potential increase in
the vicinity of the base contact shows a positive curvature for both the DDE
and the MBTE. This positive curvature indicates charge accumulation for the
DDE and the MBTE. As the details of the calculation reveal, there is a small
amount. of charge accumulation in the MBTE. Depletion is accompanied by a
change in curvature of the potential. This change in curvature occurs earlier
for the MBTE than for the DDE, occuring at approximately 35 microns in the
former, and at approximately 0.45 microns for the DDE. There are subsequent
curvature changes for the MBTE but not for the DDE, as indicated in figures 4
and 5.

It is important to note that initially the carrier distribution is all gamma
valley carriers. Electron transfer is not an issue until half way downstream
of the emitter contact. Indeed, for approximately 20% of the line of symmetry
only 20% of the total number of carriers are gamma valley carriers.

Now the constraints of current continuity require that a decrease in
concentration be accompanied by an increase in velocity. In this regard it is
important to note that the L valley carriers sustain very low mobilities and
as a result carry very little current. Indeed at a point 0.6 microns
downstream from the emitter contact the gamma valley carriers sustain
approximately 70% of the total current. Thus the quantity of interest is the
gamma valley velocity, as displayed in figure 6. Note that carrier velocities
near 7xlO7cm/sec are possible. In this regard the electron temperature for
the gamma valley is also shown (see figure 7). It is noted that the carriers,
when reaching the collector contact, are not in equilibrium with the lattice.
Rather it is necessary that the carriers travel a further distance in the PBT
structure before being collected for them to be in equilibrium with the
lattice.

In addition to the above calculations the cutoff frequency was obtained from
the ratio of transconductance and capacitance. These results are displayed in
figure 8, as a function of base emitter voltage. We note that the bias
dependence of the cutoff frequency for a collector-emitter voltage of 0.5v
shows an increase in cutoff frequency with increasing voltage. This is
qualitatively similar to that obtained using the DDE equation. The situation
at higher values of base voltage show a cutoff frequency that decreases with
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increasing bias. At least part of this decrease must be attributed to
compression in the current-voltage relation as displayed in figure 3, which. also lead to a negative forward conductance. The remarkable feature of these
results is, however, the range of cut off frequencies in excess of 120GHz.
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TABLE I

GALLIUM ARSENIDE

PARAMETERS AND BOUNDARY CONDITIONS USED IN CALCULATION

PARAMETERS r L COMMON

NUMBER OF EOUIVALENT I 4
VALLEYS

EFFECTIVE MASS (me) 0.067 0.222
r-L SEPARATION (ev) 0.33

POLAR OPTICAL SCATTERING

STATIC DIEL. CONST. 12.90
HIGH FREC. DIEL. CONST. 10.92
LO PHONON (ev) 0.0354

r-L SCATTERING

COUPL. CONS. (ev/cm) 0.800 x 109
PHONON ENERGY (ev) 0.0278

L-L SCATTERING

COUPL. CONST. (ev/cm) 2.0x 109
PHONON ENERGY (ev) 0.0354

ACOUSTIC SCATTERING

DEFORM. POT. (ev) 7.0 9.2

NONPOLAR SCATTERING (L)

COUPLING CONSTANT (ev/cm) 0.300 x 109
PHONON ENERGY (ev) 0.0343

Table 1. Scattering parameters used in the Gallium Arsenide calculation.
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THE MOMENTS OF THE BOLTZMAN TRANSPORT EQUATION AS APPLIED
TO. THE CALLIUM ARSENIDE PERMEABLE BASE TRANSISTOR

J.P. KRESKOVSKY. N. 1EYYAPPAN. H.L. CRUBIN
SCIENTIFIC RESEARCH ASSOCIATES. INC.

CIASTONBURY. CT 06033. USA

ABSTRACT

Solutions to the first three moments of the Boltzmasnn transport equation and

Poisson's equation are obtained for a permeable base transistor (PBT) using line-

arized, block implicit (LBI) and ADI techniques. Two level electron transfer is

considered. The results of the simulations are compared to results obtained from

the drift and diffusion equations. The comparison indicates that nonequilibrium

transport and velocity overshoot are important in the PBT. The predicted I-V

characteristics of. the device show substantially higher current levels and a

higher cutoff frequency are obtained with the moment equations.

INTRODUCTION

Numerical and experimental studies of the PBT were first performed by Bozler

and Alley Ill. Their results suggested that a PBT could obtain cutoff frequencies

as high as 300CHz. This result has not yet been obtained. In some of their drift

and diffusion computations Bozler and Alley (1) used a two piece velocity-field

curve in an attempt to account for nonequilibrium effects. The velocity varied

linearly with field up to a value of 4KV/cm after which it was held constant at 2

x 10
7
cm/sec. This approach will yield higher current levels, but it offers no

O improvements in either the qualitative or quantitative consequences of nonequil-

ibrium transport. Nonequilibrium effects, in the presence of nonuniform fieids.

result in carrier and velocity distributions that are significantly different than

those offered by excess saturation velocity coupled to the drift and diffusion

equations.

Nonequilibrium effects in a PBT have been investigated using Monte Carlo

methods by Iwang. Navon and Tang (2). Their results showed significant differ-

ences compared to the drift and diffusion results; the peak velocity along the

center of the channel exceeded 4 x lOcm/sec and the density distribution was

also significantly different. The Monte Carlo results also indicated a cutoff

frequency approximately 601 higher than the corresponding drift and diffusion

prediction.

In the present note. the performance of the PET structure shown in Fig. 1 is

analyzed using both the drift and diffusion and the moments of the Boltzmann

transport equation. (KITE). The base penetration of the present device structure

is only one half of the channel width. This In itself results in a higher fT,
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co-pared to devices with equal base penetration and channel width 13). However.

further and substantial increases in fT are observed from the MBTE predictions

* as well as higher current levels.

ANALYSIS AND NHERICAL HETHOD

The equations to be solved are obtained by taking the first three moments of

the Boltzman transport equation. The resulting equations represent conservation

of ass, momentum, and energy, and may be expressed for the central valley carriers

as in, *n V1a, si  nor + nI, z

an V , oV, k dn,T 1 60 , .n,a-- . -• •nV: r,ah 5.x m, *xI  maxj m, €) i I
at 

(2)
aT,

an,T, an*V,)T, 5 OVJ 2 o*') dV' 2 0 O

at axj 3 T xj 3 ko  axj 3ko  axj
(3)

n 14  "ntJ +j(2nI' 1 - n r,*n r,a, a, * 5 .. 3 ko, 13, 1, - i, r,, n1,

A similar system is obtained for the satellite valley carriers. These equations

are coupled to Poisson's equation

- e(nI+n,-N o ) (4)

* In eqs. (1-4) n is carrier density. Vi the velocity vector. T the carrier temper-

ature. # the electrostatic potential, ko is Boltzman's constant, m is the

effective electron mass, rij are scattering rate constants, aiJ is a

stress tensor arising from the nonspherical nature of the distribution function,

and A is a thermal conductivity. The scattering rates are determined a priori

from evaluation of the collision integrals (4).

Eqs. (1-3). their satellite valley counterparts, and Poisson's equation form

a coupled system of nine nonlinear PDE's in two space dimensions of the form

"(1) D(#)+S(j) (5)

where 0 represents the vector of unknowns, H and S represent nonlinear functions

of 0. and D(#) represents a nonlinear, partial differential operator. To solve

this system Poisson's equation is decoupled from the remaining eight equations by

differencing the electric field appearing in the momentum equation at the explicit

time level. The remaining equations are solved by direct application of linearized

block implicit (LBI) techniques (5). The equations are first time differenced
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p[DOn1+,,+Op 1+,] fi[D( + ,(P)(6

* The nonlinear operators are then linearized using Taylor series, as for example;

O(,On,) ._ )(# ) + _ j n n + O(W )  
(7)

Eq. (6) =ay then be expressed as

(A + ,tL) A ' - ,[o +n). %6 (8)

where

L CID

W. 9b)

Eq. (8) is then split following the ADI procedure of Douglas and Gunn (6].

(A + A,&I"- WIoP) + S(4n)] (10a)

(A + = A " (lOb)

and

'b-
n "

l = &.$U " + O((11)

As a result of the ADI splitting, the number of operations required to solve the

remaining coupled equations varies linearly with the total number of grid points,

and due to the linearization process, the solution can be advanced in time without

introducing nonlinear iteration. After solution of the continuity, momentum, and

energy equations, Poisson's equation is solved using a scalar ADI procedure to

complete a time step. Steady solutions, such as those to be presented here, are

obtained from the long time asympotic transient solution. Since transient accuracy

is not of interest under such conditions, the time step can be spatially scaled to

speed convergence to steady state.

The solutions to the drift and diffusion equations reported here were obtained

using a related procedure, described in detail in 17].

COMPUTED RESULTS

The computed I-V characteristics of the device shown in Fig. 1 are presented

in Fig. 2. The results for the MITE calculations were extrapolated to the origin.

as indicated by the long broken lines. The shorter dashed curves show the results

for the DDE 13). The comparison shows that the predicted current levels are sig-

nificantly higher for the MBTE solutions, a result consistent with FET calculations
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perfor-ed by the present authors, as well as by Cook and Frey (8) who used a highly

simplified moentum-energy transport model. The present BTE results also indicate
a region of negative differential forward conductivity at VIE - 0.6 volts. The

origin of this phenomena is believed to be a consequence of electron transfer.

The presence of a dc negative forward conductance Is also a feature of PBT

measure=Onts (9). but is clearly absent from DDE simulations.

A comparison between the total carrier density distribution along the center

of the channel for drift and diffusion and MBTE solutions is shown in Fig. 3 for

VCE - 1.0 volt and VBE - 0.4 volts. The MITE prediction for- the gamma valley

carrier density is also shown. The drift and diffusion result was obtained using

an equilibrium velocity-field curve, and yields results qualitatively similar to

that of Bozler and Alley.

As seen in Fig. 3 for the DDE simulations, the carrier density reaches a

maximum between base contacts. Here, with the velocity in saturation and the

cross sectional area at a minimum, the carrier density must increase to maintain

current continuity. In the MBTE simulation the constraints of current continuity

are more complex. First a decrease in the cross sectional areas is, as in the

DDE, accompanied by an increase in field along the channel. The field increase

under both equilibrium and nonequilibrium conditions is qualitatively similar, as

may be observed from Fig. 4 which shows the potential distribution along the

center of the PIT channel. However, consequent changes in electron temperature,

both increasing and decreasing, lag behind the equilibrium state. This leads to

velocity overshoot and a delay in electron transfer. As a result, for nearly the

first half of the device transport is almost exclusively gamma valley transport.

The implication is that if the gamma valley carrier velocity increases i'ith

* increasing field, then the product of density and cross sectional area normal to

current flow must decrease to maintain current continuity. Since the velocity

increases faster than the area decrease the carrier density decreases.

At moderate bias levels typical FET calculations show a decreasing field as

the gate region is passed. This also occurs in the PIT. Now, as the cross sec-

tional area increases the gamma valley carriers exhibit a decrease in velocity.

It must be noted, however, that for the parameters of the calculations the L val-

ley carriers make a negligible contribution to current. Thus a decrease in

carrier velocity results in a net increase in carrier concentration. However ini-

tially, the decrease in field is not accompanied by a corresponding temperature

decrease (as experienced in the uniform field calculations). Thus, the high gamma

valley temperature results in transfer to the L valley giving rise to the second

minimum in the gamma valley carrier density shown in Fig. 3. Further toward the

drain, the field decreases. However, relaxation is incomplete and the field at

the collector is not equal to the field at the emitter. Also note, the MBTE

potential distribution gives rise to a slightly higher field upstream of the base,
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and a lower field, over a longer distance, downstream of the base compared to the

DOE result. More significantly the electron temperature at the collector exceeds

O that at the emitter. It is noted that that as the field relaxes, the electrons

transfer back to the central valley.

All of the results presented thus far are qualitatively similar to the Monte

Carlo results of Hwang, et. &l. [21. However, the results for cutoff frequency,

shown in Fig. 5, are qualitatively different. At VCZ - 0.5 volts, fT is seen

to increase with VCE from approximately IOOGHz to 130GHz. value 2.5 to 3 times

greater than that obtained using the DDE. However, for higher values of VCE,

fT is shown to decrease with increasing VBE. For VCE - 1.5 volts, an fT

in excess of 200GHz is predicted for VIE - 0.2 volts; while at VBE - 0.6

volts, fT has dropped below 40GHz, a result that is qualitatively consistent

with the presence of the negative forward conductance, and one that would find no

explanation in the DDE calculations.
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Ultrashort transients in semiconductors

H.L. Grubin, N.A. Osman and J.P.reskovsky
Scientific Research Associates, Inc.

P.O. Box 1059, Glastonbury, Connecticut 06033-6058

Abstract

Over the past decade a variety of physical phenomena have emerged which are exercising
profound constraints on the speed of devices whose primary transient is electronic in
origin. For example, the broad high frequency extrapolations of high speed arising from
velocity overshoot were found to be limited by the effects of space charge and the
imposition of fields that take a finite time to reach their specified level. Much of the
latter problem may be minimized through optical processes, but in its place rests the
constraints of electron-hole interaction and other processes that may require quantum
coherence for implementation. In the case of electron-hole interaction it has been found
that it provides an important channel through which electron energy is transferred to the
lattice, and that the electron cooling rates at high hole concentrations are higher when
the electron-hole interaction is included, than when it is ignored. At low hole
concentrations the reverse is true. The effect of electron-hole interaction also
influences velocity overshoot. In the case of quantum coherence, of interest is the
effect, e.g., of temporal scatterers (phonons) on the time dependent wave functions and
modifications of interference effects. The influence of space charge on transient velocity
overshoot, the effects of electron-hole interaction on the relaxation of an electron-hole
plasma, and the effects of time dependent and time independent scattering on quantum
interference will be discussed.

Introduction

The early suggestions of Ruchl and subsequent calculations of others, have suggested
that high nobility semiconductors were capable of extraordinary high speeds (108cm/sec)

* provided they were sampled for sufficiently short time intervals. For submicron and
ultrasubmicron devices, this translates into time scales of 0.1 ps, and cutoff frequencies
of 103GHz. While these predictions are clearly impressive, of serious concern is an
inability of realizing the modest goal of room temperature operation at 100GHz, and speeds
of less than aps, within the framework of a three terminal device. The difficulty of
achieving anything close to that offered by the Ruch calculations has been discussed by a
number of workers over the pest several years. Perhaps the simplest statement summarizing
these studies is that Ruch's assumptions are not realized experimentally. Those
assumptions include: 1) uniform fields within the device, 2) zero rise time of the electric
field, and 3) neglect of displacement currents. Because of the importance of these
assumptions, each will be briefly reviewed, along with the influence of nonequilibrium
holes and phonons. Additionally the influence of quantum mechanical constraints on
transport will be discussed.

Nonuniform fields

Electric fields in devices are nonuniform, as illustrated for the three terminal
permeable base transistor (PDT). The PDT as currently configured, is a micron-length
structure with ultra-ubmicron features. A section of the PDT is shown in figure 1, along
with its an equivalent planar FIT. As shown in figure 22, for a bias of one volt between
the emitter and the collector the potential distribution indicates the expected field
non-uniformity. For example, near the cathode, the field is low, increasing to a value
near 20 kv/cm and finally approaching a low value near the collector contact. In uniform
field studies the predicted peak velocity approaches 108cm/sec, followed by a decay to
steady state. The peak velocity is achieved with a carrier concentration that is close to
its equilibrium value. Decay is dominated by electron transfer, with a weaker component
due to momentum relaxation. In steady state the gamma valley carrier velocity is high,
while the concentration of gamma valley carriers is low. In the PIT the initial high peak
in current associated with velocity overshoot is not achieved. Rather the high velocity is
often achieved at the expense of carrier concentration. This is displayed in figures 3 and
4 which show the distributon of carrier density and velocity for the PDT. It is worthwhile
noting that while the distribution of charge and velocity are not as encouraging as that
from the uniform field calculations, the current voltage levels are between a factor of 3
and 4 above that obtained from the drift and diffusion equation calculations.
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Finite rise tine contributions

A second issue is the Sero rise time. In virtually all transient transport
* calculations, overshoot phenomena is obtained by examining the response of carriers to an

electric field that is suddenly turned on. Under conditions of finite rise time,
relaxation effects ae coupled to the increasing field and the peak velocity is diminished,
as shown in figure 5. We note that there is a qualitative similarity between the finite
rise time and the response of carriers to a gradual spatially-varying electric field.

Displacement current effects

To carry the discussion of non-uniform fields even further, calculations have been
performed for the paradigm two-terminal X*N-N+ submicron structure shown in
figure 64. The structure results in non-uniform fields and when transients are computed
it is a current transient that is involved rather than a velocity transient. Indeed, in
virtually all structures it is a current transient rather than a velocity transient that is
measured. As shown in figure 7, there is a peak value to the current that occurs within
the time scale over which velocity overshoot may be expected. However, the details of the
transient show that the initial time dependent behavior is associated entirely with field
rearrangement, and that the transient is entirely a displacement current transient4.

Noneauilibrium electron hole phonon interaction

In overshoot studies most inelastic collisions are treated assuming the emission of a
single phonon and that the emitted phonon is in equilibrium with the lattice. For
energetic electrons, a sequence of as many as ton to fifteen phonons maybe emitted as the
electron is relaxing, and as a result an excess number of phonons may result in a lack of
phonon equilibrium with the lattice. This phenomena is illustrated for an unbiased slab of
gallium arsenide subject to a uniform photoexcited laser pulse of energy 1.8 ev. Under
this situation holes as well as electrons are excited. The energy of the excited electrons
is 250 Xev, while that of the holes is 40 Rev. The time evolution of the resulting
electron, hole and phonon distribution is calculated using Monte Carlo techniques. Figure
$ shows the relaxation of the electrons to equilibrium with and without hot phonons. As
seen, the inclusion of the hot phonons results in a delay of the relaxation to steady state.

The situation in the presence of finite fields and equilbrium phonons is discussed next, and shown in figures 9 and 105 . These calculations were performed assuming
nonequilibrium interactions between the gama valley electrons and holes. L-valley hole
interaction was not examined. The first point of note is that the electron hole
interaction is an inelastic collision. In addition, since both electrons and holes are
responding to the presence of the applied fields, momentum scattering of the electrons and
holes can result in a reduction of the electron velocity, and in some cases turn the
electron in the *wrong" direction. The net result is a decrease in the peak electron
velocity. It is important to note that while the peak velocity is lower for the
calculation with the electron-hole interaction, there is a cross-over where, for a certain
interval of time, the carrier velocity in the presence of holes exceeds that obtained in
the absence of holes. This arises because the electron hole interaction is an efficient
method of energy exchange and as a result, the electrons are not energetic enough to
transfer into the L-valley. In other words, there is a greater fraction of electrons that
are retained in the gamma valley when holes are included than when they are not included.
The possibility exists that the velocity of injected electrons in p-type material may, for
a range of values of electric field, be higher than that of thermally generated carriers in
H-type material.

Ouantum contributions

It will be noticed that all of our discussion has been confined for electric fields and
scalar potentials. It has been presumed that we are dealing with a gauge invariant system,
and that the choice of gauge is not relevant. As discussed by Aharanov and Bohn and6 ,
the vector potential can lead to observables such as interference patterns for electrons
that traverse ostensible field-free regions. In other words, interference patterns are
accounted for in term of differences in the vector potentials encountered by electrons on
two opposite sides of a flux line. To see how these effects enter into the problem it is
useful to re-examine an approach to quantum transport introduced earlier 7 .

In reference 7, which introduced the Wigner function as an approach to quantum transport
in electron devices, a set of hydrodynamic balance equations was introduced. While the
hydrodynamic balance equations were developed for a system of particles, the equations may
be reduced to examine transport for carriers not subject to scattering. Thus, the single

* particle wave functions are of interest.
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Determining the single particle wave functions requires solutions to the single particle
Schrodinger'e equation. RMriting Sobrodisne'a equation in terms of a hydrodynamic Model.requires solutions to the following two equations:

- . d j * 0 (1)a

M - V(O.V) (2)
dt

where V(x) is a classical scaler potential and 0 is the quantum potential

h2. (3)

2m e

The reference 7 study suggests that both e Y 'Wand J-eu be regarded as the basic
physical quantities representing properties of the continuous fluid. It is noted that the
vector potential has dropped out of the basic equations, which have a completely classical
form.

Philippidis, Bohn and Kaye (PaI)l argued that the above equations were incomplete.
The most important objection arose because certain subsidiary conditions were notsatisfied. To see this, the wave function for the system is written as T =Rexplis/hl
with the carrier velocity expressed as

VS . 4. . . .W A ( 4 )
m mc

If it is now required that the wave function be single valued, then we are forced to
* admit the condition

This means that the observable movements of electron transport in a device must
necessarily be restricted in such a way that the integral of its velocity around a circuit
containing a flux line depends upon the flux within the circuit. A. argue that there is nointuitively clear justification for the equation (8) constraint. Rather, they propose to
assume that the vector potential has a physical meaning.

Figure 11 is a plot of the quantum potential for an electron passing through a dual slit
in the absence of a magnetic field. The smooth parabolic hills are in the immediate
vicinity of the slit. Particles subject to such a potential accelerate smoothly in the
forward and sideard direction. This can be seen from the family of velocity trajectories
displayed in figure 12. Note, near the slits where the wave functions are localized
packets, the quantum potential exhibits two broad peaks. As the wave packets recede and
spread, they begin to overlap significantly and their interference properties come intoplay. The shape of the quantum potential, a long vay from the slits, is determined by the
boundary conditions, the shape and size of the slits. It is through the force exerted bythe quantum potential on the particle that the boundary conditions are made physically
significant far from the slits. For the case when a flux line is place between the slits,
the quantum potential is altered, as shown in figure 13. The velocity trajectories arealtered as shown in figure 14. The important point to notice is that the trajectories are
displaced.

The above discussion reached initial device implementation by Datta, et al. 9 , whoconceptually altered the path length of a bean of particles as shown in figure 15, where
the slit in the GaAs between the AlGahs is exaggerated. Additionally they altered the
phase through application of a magnetic field. These alterations lead to interference inthe downstream carrier wave functions. This result, as discussed in reference 9, is the
appearance of oscillations in the conductance of the system.
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An important point not addressed in reference 9 is the temporal duration of the
conductance oscillations. It must be considered that the sporadic appearance of phonons
will result in a lee of coherence and limit constructive interference to time scales. shorter than 100 towto..conde. For time scales longer than 100 featoseconds, the
constructive interference effects will certainly be diminished. Whether they will
disappear Is a matter to be determined. Here we note that coherence is essential for
quantum well devices. There are other issues that may tend to mitigate the appearance of
the AD effect such as elastic scattering arising from surface roughness.

The driving force toward high speed devices is limited by the presence of carrier-
carrier scattering, phonons and submicron feature sizes that tend to reduce the coherence

of scattered waves. While these effects do not lessen the importance of the nonequilibrium

transients, unless these effects are incorporated into the design of the device,
applications may be limited.
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